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ABSTRAKT

S prichodem konceptu Priimysl 4.0 se zrychlila digitalizace priimyslovych vyrobnich pod-
nikd a vyvoj technologii, které umoznovali transformaci vyroby k tzv. chytré tovarné.
Jednou ze zakladnich komponentl této moderni tovarny je 14.0 komponenta skladajici
se z prostiedku a jeho virtudlni obalky (AAS). Pravé virtualni obélka tvofi komplexn{
digitalni dvojce prostfedku a umoznuje interakci s okolim. Standard AAS se postupné
tvori, pricemz jiz existuji ¢asti umoznujici navrh a implementaci tzv. pasivni ¢asti AAS.
Plvodni myslenka se pomoci teorie transformuje na semi-formalni popis, ktery uz je
mozné implementovat v rliznych aplikaci. S AAS a jeho nasazenim se poji dalsi techno-
logie, jako je naptr. OPC UA, REST API, TSN, které zajistuji komunikaci a samotnou
implementaci. Tento dokument diskutuje rlizné aspekty, které souvisi s roli, navrhem a
implementaci AAS v riiznych aplikacich.
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ABSTRACT

With the rise of the Industry 4.0 concept, the digitization of industrial production enter-
prises and the development of technologies that enabled the transformation of production
into a so-called smart factory accelerated. One of the core components of this modern
factory is the 14.0 component consisting of a resource and its virtual envelope (AAS).
The the virtual envelope forms the complex digital twin of the resource and enables in-
teraction with the environment. The AAS standard is gradually being formed, while there
are already parts enabling the design and implementation of the so-called passive part
of AAS. Using the theory, the original idea is transformed into a semi-formal description,
which can already be implemented in various applications. Other technologies such as
OPC UA, REST API, TSN are connected with AAS and its deployment, which ensure
communication and the implementation itself. This paper discusses various aspects that
are related to the role, design and implementation of AAS in various applications.
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UVOD

Koncept Primysl 4.0 je jednim z hlavnich témat v oblasti primyslové automatizace
a Tizeni prumyslovych procesu. Tento koncept je vniman jako fenomén, reforma, re-
voluce, ¢i jako sila pro zavadéni modernich informac¢nich technologii do primyslové
vyroby. Setkdvame se s pojmy jako digitalizace, chytra tovarna, virtudlni dvojce,
kyber-fyzikalni systém, c¢asové kritické (TSN) komunikace a virtudlni obdlku pro-
sttedku (AAS), které mély zpoc¢atku nejasnou definici a nepredstavitelnou imple-

Vznik konceptu Primyslu 4.0 z hlediska technologického nelze presné urcit, avsak
z hlediska publikac¢niho se zac¢atek rozmachu iniciativy datuje na rok 2011. V tomto
roce zacali tii evropské zemé spolupracovat na narodni irovni na novém konceptu,
coz vyustilo v iniciativy: aliance Industrie du Futur ve Francii, Platform Industrie 4.0
v Némecku a Piano Industria 4.0 v Italii [40]. Tato spolecnd iniciativa vedla k dal$im
inovativnim myslenkam a rozsiteni do ostatnich oblasti, jako je standardizace, pri-
myslové komunikace, informatika, funkéni bezpecnost, kyber-bezpecnost, ekonomie,
marketing, vyroba elektrické energie a socialni oblast. Kromé Evropy tento koncept
nasel ohlas i v USA, Ciné a Japonsku. [T]

V soucasné dobé se ve vyrobnich podnicich implementuji technologie podporujici
digitalizaci vétsinou ve formé ziskavani dat z vyroby a jejich prenos do cloudového
prostfedi s vidinou zpracovani pomoci vykonné vypocetni techniky. Zpracovani po-
moci metod strojového uceni prinasi urcity vhled do vyroby a umoznuje kvantifikovat
pottebné zmény vyrobnich procesti vedouci k jeho zefektivnéni ¢i optimalizaci vici
zvolenému kritériu.

V pripadé pozadavku na strojové zpracovani dat i z ridicich procesu je avsak
nutné pro interpretaci informaci pouzit urcitou troven formalnich jazyka. Tato sku-
tecnost plati nejen pro data, ale i strukturu a vlastnosti systémi, ze kterych jsou data
zpracovavana. Potom bude mozné strojové konfigurovat vyrobni proces i z hlediska
fizeni primo za jeho béhu na zakladé aktualnich dat a provadét multi-kriteridlni
rozhodnuti. Prikladem muze byt pozadavek na ubrani materialu a pozadavek na vy-
tvoreni kruhového otvoru v materialu vedouci na jednu tutéz vyrobni operaci -
vrtani. [41]

Spekuluje se také, ze decentralizované rizeni pomoci AAS se bude uplatnovat
i uvnitt podniku, ¢emuz je spolecné s bezpecnosti, integracemi a komunikaci véno-

vana velka cast prace.



1 STAV SOUCASNEHO POZNANI

Nasledujici kapitola se komplexné vénuje technologii AAS a dalsim relevantnim tech-
nologiim uplatnitelnych pro fizeni priamyslovych procesu a jeho casti. Tato kapitola
obsahuje jak teoretické poznatky ustanovené standardy a autoritami v daném oboru,
tak védecké ¢lanky prindsejici dalsi pohledy a inovace.

Mezi nejvyznamnéjsi konsorcia v oblasti Prumysl 4.0 patii ZVEI, VDI/VDE,
IDTA (Industrial Digital Twin Association) a NAMUR ve spolupréaci s dal$imi pro-
jekty, jako je napt. GMA 7.20 a BaSys 4.2. Tyto skupiny jsou aktivni obzvlasté
z hlediska tvorby standardi, definic pojmi, urcovani smérii a formovani myslenek.
ZVEI publikuje své postoje, myslenky, vyzvy a ustalené definice na Platform In-
dustrie 4.0 formou tzv. white-paper. Tyto texty jsou brany verejnosti a mnohymi
firmami jako udavany smér a mnohdy stavi na jiz existujicich standardech.

Technologie a myslenky zde uvedené jsou platné v oblasti pramyslové vyroby.
Tim se rozumi hlavné diskrétni prumyslova vyroba (napr. strojirenstvi). Jelikoz se
spojité priamyslové vyrobé (procesni) pouzivaji podobné komponenty, technologie
a architektury, jsou uvedené myslenky aplikovatelné i na tento typ prumyslové vy-
roby. O zavedeni konceptu Priamysl 4.0 do spojité primyslové vyroby se stard organi-
zace NAMUR ve spolupraci s ZVEI [31]. Diky tsili, které se v komercni i akademické
praxi ohledné Pramysl 4.0 zvedlo, se tento koncept ¢i jeho ¢asti aplikuji i do jinych

oblastech jako je chytré zemédélstvi nebo energetika [20].

1.1 Prdamysl 4.0

Termin Primysl 4.0 byl oficidlné definovan v DIN SPEC 16593-1, pricemz zékladni
vize se objevily na veletrhu Hannover Fair v Némecku v roce 2011. Jedna se o kon-
cept zasahujici hlavné do oblasti priumyslové vyroby, ekonomiky a spolec¢nosti. Mezi
hlavni cile patii integrace modernich metod a technologii do primyslové vyroby
podle jednotného konceptu, a to propojenim fyzického a kybernetického svéta po-
moci tzv. kyberneticko-fyzickych systémi. Pritom stavi na Sesti principech, jez jsou
nositeli zakladnich myslenek:
 interoperabilita - propojeni zarizeni, technologii, lidi a jinych entit,
o virtualizace - modelovani fyzické reality a vlastnosti (schopnosti) za celem
simulace a predikce,
o decentralizace - castecné preneseni rozhodovani do jednotek se zvysenim au-
tonomie entity na nizsi tirovni,
o redlny cas - vSechny procesy a komunikace musi probihat v redlném case

pro dosazeni vysledku do daného okamziku,
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o orientace na sluzby - zptisob komunikace stylem nabidka/poptavka, coz prinasi

schopnost dynamického feseni problémovych situaci,

« modularita - zapouzdreni funkcionalit vedouci k systémovému pristupu.

Smér Pramysl 4.0 vznikl aplikaci konceptu internetu véci (angl. Internet of
Things) do prumyslového prostredi. Myslenka vytvoreni systému zatizeni, které dis-
ponuji spoleénym komunikacénim rozhranim, nabizeji sluzby a komunikuji spolu na
stejné trovni, se line celym konceptem Primysl 4.0. Tato geneze zapricinila na-
zor na zménu tradicni pyramidy systému tizeni vyrobniho podniku na zplosténou
architekturu navzajem komunikujicich prvki, které jsou napojeny na chytré pro-

dukty smérem dolu a do globalniho prostoru smérem nahoru (viz obr. [L.1)) tvotici

B2

tzv. chytrou tovarnu (angl. Smart Factory).

Connected
World Q

Smart
Products

Obr. 1.1: Architektura pojeti chytré tovarny [3§]

Vizi Pramyslu 4.0 je provdzany systém skladajici se z 14.0 komponenti (viz
kap. - které spolu interaguji pomoci [4.0 komunikace, ktera muze byt zajisténa
technologiemi OPC UA (viz kap. |1 , TSN (viz kap. |1 , aj. Ustfedni architek-
turou takovéhoto systému je uznavany model RAMI 4.0 (viz kap. . Vyrobni
systém dle konceptu Primysl 4.0 generuje obrovské mnozstvi heterogennich dat, pri-
¢emz snahou je sdilet anonymizované informace o produktu a statistikach procesu
(napr. data o vlastnostech vyrobku nebo celkova spotteba energie), kterd mohou byt
vyuzita i jinymi subjekty. Tomuto aspektu se vénuji iniciativa Manufacturing-X (viz

kap. , jenz vychazi z iniciativy Pramysl 4.0.
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1.1.1 RAMI model

Referenc¢ni architektura Priamyslu 4.0 (RAMI 4.0) je vysledkem pozadavku na spo-
le¢nou standardizovanou strukturu technologii Internetu véci v pramyslové oblasti.
Jednd se o tii-dimenziondlni model (vic obr. , jehoz osy se sestavaji z kate-
gorii danych prislusnymi standardy. Tento model zajistuje kategorizaci technologii
a spolecné nazvoslovi pro urcovani jejich mezi. RAMI kombinuje vSechny prvky in-

formacnich komponenti do vrstev s zivotnim cyklem prostiedku. [38]

vels
v 12

Obr. 1.2: RAMI model [3§]

1.1.2 14.0 komponenta

Standard [EC 62832 CD2 Part 1 definuje strukturu komponent v digitalni tovarné
jako tzv. tr¥ida objektu, ¢imz ¢astecné navazuje na filosofii datovych modelt z ob-
lasti objektové orientovaného programovani (OOP). Tato trida se skldada z hlavicky
(angl. header) a téla (angl. body). Cést header slouzi pro jednoznacénou identifi-
kaci v rdmci tovarny. V ¢asti body lze definovat jednotlivé datové elementy, tridy
objekti, aj. Datové elementy obsahuji dle standardu IEC 61360 vlastnosti pro iden-
tifikaci (pfezdivka, nazev, kéd, definice, pozndmka) a pro hodnotu (list, datovy typ,
formét, jednotka). Standard IEC 62832 umoziiuje modelovat objekty v systému vy-
roby, strukturalni vztahy, vlastnosti a jiné technické aspekty. 14.0 komponenta se
sklada z AAS (virtuédlni obalky objektu) a zastreSsovaného objektu nebo objekt (viz

obrazek [1.3). [37]
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V pripadé propojeni vice 14.0 komponent se takovéto uskupeni nazyva 14.0 sys-
tém (angl. 14.0 infrastructure). Tento systém je ohrani¢en rozhranimi jednotlivych
komponent. 14.0 systém muze byt zastiesen AAS rozhranim, které se stara o spravu

a navenek vystupuje jako jedna komponenta.

14.0 Component

Administration Shell

with: Virtual Representation S T—
with: Technical Functionality
Manager

Assets

Obr. 1.3: Model 14.0 komponenty [37]

1.1.3 Manufacturing-X

V roce 2021 vznikla iniciativa Gaia-X pro sdileni dat za tcelem tvorby datového
prostoru vhodného pro vyvoj a testovani inovativnich technologii. Gaia-X méa byt
oteviena platforma z mnoha odvétvi spojujici svét komercni, akademicky a i poli-
ticky. Tento prostor ma vést k vytvoreni standardu pro transparentni, spravovatel-
nou, interakéni technologii, kterd planované sdileni dat umozni. Manufacturing-X je
iniciativou vychazejici z Gaia-X zamérujici se na oblast digitalizace dodavatelského

retézce a transformaci firem k udrzitelnym a resilientnim podniktm. [13]

1.1.4 OPC UA

OPC UA je dle [33] platformové nezavisla architektura zalozend na konceptu sluzeb,
kterd integruje komunikacniho rozhrani OPC. Jedna se standardizovanou komuni-
kaci (standard IEC 62541) obsahujici informaé¢ni model a dalsi funkce, jako je:

o prohledavani - hledani dostupnych OPC servert,

o adresni prostor - data jsou strukturalizovana hierarchicky, pricemz kazda in-

formace je uloZena ve svém prvku (angl. node),

e Tizeni pristupu - povoleni ¢teni a zapis dat na zakladé povoleni,

o subskripce - u zapsanych prvka probiha komunikace pouze pii zméné dat,

e udalosti - avizo o udalostech dle nastaveni,

o metody - klient mize vykonat program na serveru.
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Architektura technologie (viz obr. je rozdélena na vrstvy kvili zapouzdre-
nosti a vétsim moznostem rozsirovani, napr. o nové bezpecnostni technologie nebo
aplikac¢ni sluzby.

Vrstva komunikace miize vyuzivat riizna komunikacni rozhrani, nejcastéji se ale
jedna o TCP. Komunikace probiha stylem klient-server, pricemz dnes uz standard
podporuje i styl pub-sub, kdy se dané informace komunikuji pouze pfi jejich zméné.

Vrstva informa¢niho modelu uchovava data ve formé uzli (angl. nodes) obsahu-
jici ndzev a hodnotu. Informacni vrstva umoziuje ¢ist / zapisovat data, vykonavat
metody, vyvolavat udédlosti a vyhledavat ve strukture uzli. Uzly také poskytuji in-
formace o kvalité informace (zavisi na dobé posledniho vycteni a nastaveni obno-
veni informace). Komunikace typu klient-server umoznuje diky SOA paradigmatu
operace s uzly a metodami. Komunikace typu publisher-subscriber byla do stan-
dardu pridéana pozdéji, pricemz definuje alternativni mechanismus (optimalizovany
pro komunikaci mezi vice tcastniky) pro vyéitani informaci pouze pii jejich zméné
a propagaci udélosti. [33]

Rozsitujici vrstva dodéva technologii OPC UA flexibilitu pro nasazeni i v pti-
padech, kde nevyhovuje standardni informac¢ni model. Mohou byt pouzity modely

napt. pro zpracovani alarmi, ¢asovych rad, bindrni soubory, aj.

Vendor Specific Extensions

Companion Information Models
(e.g. Robots, CNC Machines, Wind Power, P&ID exchange)

Core Information Models
(e.g. Analog Data, Alarms, State Machines, File Transfer)

Information Model Access

Browse and Access Data and Semantics Data and Event
Execute Methods, Configure Notifications

Client-Server Pub-Sub

Use Case specific Protocol Mappings

Obr. 1.4: Architektura technologie OPC UA [33]

V konceptu Primysl 4.0 je technologie OPC UA povazovana v soucasné dobé
za vhodny komunikacni prostfedek mezi strojem / PLC a vyrobnim systémem,

prip. mezi ¢astmi vyrobniho systému. Komunikaci lze také nasadit mezi procesni
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/ PLC zafizeni, pricemz ¢asové kritickd komunikace je zajisténa variantou OPC UA
over TSN. Vztah technologie OPC UA a AAS a detaily jejich integrace jsou stéle
predmétem diskuze standardizacnich skupin. Pii porovnani metamodelua téchto tech-
nologii lze spattit podobnosti ve strukture uchovavani informaci, tedy lze mapovat
uzly v OPC UA na datové elementy v AAS a hierarchii model v AAS lze mapovat
na hierarchii uzla v OPC UA. Taktéz metody a udalosti 1ze mapovat. Vysledkem je
zakladni moznost pouziti OPC UA pro implementaci zakladni funkcionality AAS.

Strukturu pasivni ¢asti AAS je tedy mozné modelovat a provozovat na OPC serveru.

1.1.5 TSN komunikace

Jako standard pro casové kritickou komunikaci mezi [4.0 komponentami byla zvolena
skupina IEEE 802.1 obsahujici pozadavky, které by méla splnovat TSN technologie.
Puvodné byl tento standard uréen pro audio / video komunikaéni pfenosy, pricemz
diky pozadavkim na realny cas se jeho aplikace rozsitila i do ostatnich sfér, jako
je automobilismus, letectvi [16] a Fizeni priamyslové vyroby [53]. V kontrastu s exis-
tujicimi Ethernet technologiemi (ProfiNet, EtherCAT, aj.), TSN popisuje rozsireni
poplatné novym narokum. Tato rozsiteni se hlavné tykaji: [49]

e synchronizace c¢asu - vSechna zafizeni icastnici se casové kritické komunikace
musi mit spole¢ny cas,

o Tizeni komunikace - vSechna zafizeni tucastnici se komunikace podléhaji stej-
nym pravidlim pro smérovani a zpracovani komunikac¢nich paketu,

o rezervace linek (odolnost vicéi poruchdm) - vSechna zafizeni tcastnici se ko-
munikace podléhaji pravidlim pro rezervaci komunika¢nich drah (linek) a ¢a-
sovych slotti za ticelem zajisténi odolnosti vici porucham.

TSN standard tedy definuje pozadavky na dodrzeni determinismu, resp. ¢asové
omezeni operaci. Pro spravné dodrzeni ¢asovych podminek je nutnd synchronizace
casu, kterd mize byt implementovana pomoci techniky PTP definované v IEC 61588.
Ve standardu TSN je definovana synchronizace ¢asu podle TEC 802.1 AS. Synchro-
nizace je zaloZzena na existenci jediného zdroje presného casu, ktery se s minimélni
latenci prenasi pomoci specidlnich prepinacu (angl. switch) az ke koncovym uz-
liim. Prenos presného casu probiha pomoci ptivodniho protokolu PTP dle IEEE
1588:2021.

Komunikace dle TSN standardu se pouzije hlavné mezi zatizenimi zajistujicimi
rychlé déje (napf. fizeni pohybu) nebo bezpe¢nostni funkce (napt. bezpeénostni PLC
a monitory). Pokud by tato zafizeni méla mezi sebou komunikovat prostiednictvim
AAS musela by 14.0 komunikace mezi nimi splnovat TSN standard. Dalsi aplikaci
TSN technologie je komunikace mezi AAS a prostredkem v ramci kyberfyzikalniho

systému pro zajisténi maximalni odezvy v rameci regulac¢nich smycek.
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Tradiéni pramyslové komunikacni technologie (ProfiNet, EtherCAT, Powerlink,
aj.) se snazi reagovat na novinky zavedené TSN standardem. Aby ale byly tyto tech-
nologie zcela v souladu s novym standardem, musely by se transformovat od zakladu,
coz je nakladné a zaroven by bylo problematické zajistit zpétnou kompatibilitu s jiz
existujicimi instalacemi. V soucasné dobé probiha vyvoj a definice novych komu-
nikac¢nich technologii, které respektuji TSN principy. Tento vyvoj je veden dil¢imi
skupinami, jako jsou IEEE 802.1CS, IEEE 802.1Qdd nebo DetNet [22].

1.2 AAS

Podle [47] je AAS | standardizovand digitélni reprezentace prostiedku, resp. zakladni
prostfedek pro interakce mezi aplikacemi zajistujicimi fizeni vyrobniho procesu. Déle
umoznuje udrzovat digitalni modely z hlediska rtznych aspektti a popisovat tech-

nické funkcionality daného prostiedku.”

Views APIs

¥ ¥

Identification Adm. Shell

..and others

DF Header

w Manifest
Submodell

Administration
Shell <

Assete.g.
elektr. axis <

Strict, coherent ' Different, complementary
format data formats

Runtime data
(from the asset)

Obr. 1.5: Struktura AAS [37]

Jednad se tedy o informacni strukturu (viz obr. [1.5)), kterd strukturované udrzuje

veskera data o svém prostiedku (angl. asset) v elektronické podobé. Zaroven umi
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interagovat s okolnimi aplikacemi pomoci standardizovanych rozhrani. Také komuni-
kuje se svym prostredkem pomoci ur¢eného rozhrani, kterym prostredek disponuje.
Obecné se sklada z hlavicky (angl. head) a téla (angl. body). Hlavicka slouzi pre-
vazné pro identifikaci a télo slouzi pro strukturované uchovavani datovych modela
(angl. submodel).

AAS je spjato s prostfedkem, se kterym komunikuje a ktery zastfesuje. S okol-
nim svétem komunikuje pomoci svého rozhrani. V pripadé komunikace pomoci 14.0
rozhrani je AAS s prostredkem oznacovano jako 14.0 komponenta. Tato komponenta
se nachdzi v definovaném prostied{ a komunikuje pomoci I4.0 jazyka (viz kap. [I.1.2).
AAS je tedy virtudlni reprezentaci 14.0 komponenty [34].

V drivéjsim pojeti se AAS délilo na pasivni a aktivni. Resp. jako pasivni ¢ast byla
povazovana ¢ast obsahujici datové modely. Aktivni ¢ast by obsahovala komponenty
pro:

« interakci s okolim - pomoci 4.0 komunikac¢niho kanalu,

o orchestraci - dirigovani ¢innosti v komponenté (napt. postup vyroby produktu

dle daného predpisu),

e vyjednavani - komponenta zajistujici domluveni vyrobni operace dle vyjedna-

vaciho algoritmu, aj.
V soucasné dobé se ale od tohoto pojeti upousti a pouziva se rozdéleni dle interakc-

nich typu (viz kap. [1.2.4)).

1.2.1 Asset

Podle IEC TS 62443-1-1:2009 je prostiedek (angl. asset) definovan jako ,fyzicky
nebo logicky objekt vlastnény organizaci nebo pod jeji spravou, ktery ma pro tuto
organizaci jakoukoliv hodnotu”. [47]

Jedna se tedy o hmatatelny nebo softwarovy prostredek, ktery je v organizaci vy-
tvaren, zpracovavan, prijiman nebo odesilan. Organizace musi znat vSechny podrob-
nosti o daném prostredku, aby mohla vytvorit a spravovat k takovémuto prostredku
AAS. Pokud je prostredek organizaci prijiman, tak uz by k nému mél byt AAS vy-
tvoren odesilajici organizaci. Prostredek je pevné spjat se svym AAS po celou dobu

svého zivotniho cyklu.

1.2.2 Kiritéria

Pro spravny navrh a implementaci AAS byla stanovena kritéria, kterd musi byt
validovana. V roce 2017 vznikla prvni ustalena verze téchto kritérii, pricemz kazdy

rok prochéazi procesem obnovy dle aktudlniho stavu dostupnych technologii. Déle
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jsou nastinéna kritéria v horizontu péti let (stfednédobd) a deseti let (dlouhodobd).
Tato kritéria jsou stanovovana dle nésledujicich aspekti: [42]

e sebehodnoceni - kazdéd organizace si sama miuize vyhodnotit, zda kritéria spl-
nuje, pricemz neni nutnd certifikace,

e jednoduchost - kritéria jsou prezentovana co nejjednoduseji, aby organizace
nepotirebovala soucinnost dalsi organizace,

« vlastni identifikace - organizace muze pouzit vlastni znaceni, které bude do-
stupné pro zakazniky radéji nez obecné znaceni,

e volna licence - organizace se muze rozhodnout, zda bude zverejnovat pouziti
kritérii,

e volna dostupnost - pouziti kritérii je bez poplatki,

o implementacni entity - pouze komise ZVEI-SG a pracovni skupina Platform
Industrie 4.0 AG1 mohou stanovovat kritéria, aby byla nezavisla pro vsechny
organizace.

Naposledy byly pozadavky v jednotlivych kritériich stanoveny a publikovany

v roce 2020, pficemz tato kritéria (skupiny pozadavki) jsou:

 identifikace - globdlné platna identifikace AAS a také prostiedku, pricemz
prostiedek a AAS musi byt sparovatelné,

o [4.0 komunikace - zptisob pfenosu informaci od organizace k zakaznikovi ve vSech
fazich zivotniho cyklu,

o 4.0 sémantika - format dat, kterd je mozné ziskat prostrednictvim AAS, by
mél byt zvolen z otevienych dostupnych standardi,

o virtualni popis - popis prostiedku ze vSech moznych aspektii v digitalni podobé
zachyceny standardni formou,

e [4.0 sluzby a stav - dostupnost popisu ovladani a monitorovani stavu pro-
sttedku standardizovanym zptisobem,

 standardni funkce - funkce spole¢né pro vsechna AAS bez ohledu na organizaci,
na kterych je mozné stavét dalsi funkcionalitu,

e bezpecnost - minimalni pozadavky na kybernetickou bezpecnost.

1.2.3 Identifikatory

Identifikatory slouzi pro jednoznacnou identifikaci entity v doméné primyslové vy-
roby. Tato identifikace musi byt jednoznac¢na a platnd obecné. Pro formalni popis je
identifikace vyzadovdna u téchto entit a situaci (viz obrézek [1.6)):

o AAS jako celku (napf. http://www.zvei.de/SG2/aas/1/1/demo11232322),

o prostredek (angl. asset),

« entity uvnitt AAS,

 popis vlastnosti s odkazem na externi slovniky (eCl@ss nebo IEC CDD).
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14.0 compliant communication

14.0 Component

Properties, with 1Ds

Properies, with 1Ds

Properties, with IDs

Complex dafa,
with [Ds

Documents,
with 1Ds

/Asset, e.g. electrical axis system

Unique ID

Obr. 1.6: Identifikdtory entit v AAS [39]

Dle standardu jsou uznavany globélni identifikdtory IRDI a URI. Dalsi zptisoby jsou
povoleny pro vyuziti vyrobcem a neni zarucena globalni platnost (napt. GUID).
IRDI je definovano v IEC 6523 a musi byt urceno standardizacni autoritou. URI
nebo také URL je popsano v RFC 3986 a muze byt vytvoreno spojenim unikatni

doménové adresy a unikétniho fetézce definovaného vyrobcem. [39]

& (2 ©

file exchange API Peer-to-peer Interaction
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1 ]
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1 ]
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application | application 1
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] ]
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1 I 1
1 ]
i 1 14.0 language
1 1
] ]
1 = 1
1 ] — —
1 1
1 1
1 1
1 1
] 1
software : :
application | 1
(] ]

Obr. 1.7: Zpusoby AAS implementaci z hlediska interakce s okolim [44]
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1.2.4 Interakcéni typy AAS

Existuje vice zplisobt, jak provozovat AAS, resp. vyménu informaci dle koncepce
AAS. Tyto zpusoby urcuji obor pouzitelnych technologickych prostiedkii a umoznuji
ur¢ité druhy interakce s okolim (viz obrazek . Pii vytvoreni a nasazeni AAS
musi byt zabezpeceni pripojeni v souladu s procesem uvedenym IEC 62443-4-1.
K tomu je potfeba plné vyuzit technické zabezpeceni technologie, kterd je pouzita
ke komunikaci s okolnim prostiedim.

Prvni zpisob - pasivni AAS - vyuziva souborovych technologii k prenosu
informaci, které jsou strukturovany dle AAS metamodelu. Informaci jsou strukturo-
vany dle standardu AAS, poté jsou transformovany do souborového formatu a ode-
slany jakymkoliv komunika¢nim kandlem prijemci. Pro bezproblémovou interpretaci
je dulezité spravné namapovat metamodel AAS danou reprezentacni technologii.

Druhy zpisob - reaktivni AAS - jiz vyuziva samostatného modulu, ktery
se sestava z daného AAS a komunikac¢ni technologie s rozhranim API zajistujici
prenos komunikaci s okolim. Tento modul musi bézet v néjakém prostredi a musi

byt pristupny danému oboru ucastniki.

j Structure elements of the AAS

- Information flows
Interface according to VDI/VDE 2193-1

Active Part of AAS

Compohent manager
H 3 : :
N E} W‘ .5 N _" Algorithm Algorithm Algorithm
<: 14.0-Language g <O L‘ g gf’ e.g. e.g. e.g.
M8 | [otorm | £ 5 [|soetine || cruma | o

4 b A b

h 4 v L y

Passive Part of AAS ~ Representation of the assets features und skills

Submodel Submodel Submodel

L (| —

Asset

Obr. 1.8: Struktura proaktivniho AAS [4]

Standard [43] definuje model této komunikace jako platformové nezavisly, ktery
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obsahuje funkce pro praci s daty, identifikaci, navigaci a dohledatelnost jednotli-
vych entit. Model rozhrani umoznuje operace v souladu s ROA pristupem, ktery je
principialné blizky k REST rozhrani. Tento pristup je postaven na tfech hlavnich
pilirich:
o stateless - API rozhrani je bezestavové, tj. kazda operace je nezavisla na jiné,
o resources - kazdy prostiedek je jasné definovany,tj. ma unikatni jméno a vazby
na jiné prostredky,
o methods - ur¢ita skupina funkci je pouzita na popis sémantiky vsech operaci;
tyto metody jsou GET, GETALL, POST, PUT, DELETE, SET a INVOKE.
Treti zptisob - proaktivni AAS - se od druhého zptsobu lisi pouzitim 14.0 ko-
munikacniho adaptéru jako komunikacniho rozhrani, ktery pouziva 14.0 jazyk a zpt-
sob prenosu zprav. Standard v této oblasti jesté neni kompletni, pficemz je treba
dokon¢it definici sémantiky a obsahu (slov). Aktivni ¢ast muze také obsahovat dalsi
funkce, jako je napf. planovani, optimalizace nebo vyhodnoceni alarmt. Struktura
je zachycena na obr. [L.§|
RozliSeni jednotlivych typi AAS lze také zasadit do kontextu vertikalni osy
RAMI 4.0 (viz obr. . Pasivni AAS pouze poskytuje data, reaktivni AAS na-
vic obsahuje funkcionalitu v podobé metod a proaktivni AAS obsahuje elementy

s vlastni logiku.

. . Prozhodqvagl’ a
Podnikové vrstva optimalizaéni
algoritmy

proces,
schopnosti,
napf. obrébénf

proces,
schopnosti,

Funkéni vrstva |
napr. obrabéni

vlastnosti, vlastnosti, vlastnosti, |
Informacni vrstva parametry, parametry, parametry,
promenne promenne promenne )
1 1
1 L b —
1 1
1 1
Komunika¢nf vrstva ! ;
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1 1 -} .
1 1
Integraéni vrstva
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Typ 1 AAS Typ 2 AAS Typ 3 AAS
pasivni) (reaktivni) (proaktivni)

Obr. 1.9: Srovnéni interakénich typi AAS pomoci RAMI 4.0 [36]
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1.2.5 Navigace v AAS

Dle standardu musi kazdé AAS disponovat nezbytné funkcemi pro navigaci ve své

strukture. To znamend, ze na zakladé ID prostredku nebo AAS, které musi byt
verejné piistupné (AAS-ID globélné a Asset-ID staci lokalné). Podle téchto identifi-
kétort musi byt mozné ziskat komunikac¢ni pripojky (angl. endpoint), dale jednotlivé
modely a datové elementy (viz obr. [L.10).

Asset-ID Discovery AAS-ID
Interface
Registry .
AAS-ID AAS-Endpoint
Interface
AAS-Endpoint AAS AAS (incl. SM-IDs)
Interface
SM-ID Registry SM-Endpoint
Interface
. SM Submodel with
SM-Endpoint Interface SubmodelElements

Obr. 1.10: Funkce pro prohledavani AAS pomoci identifikatora (po ziskani Asset-1D
nabo AAS-ID postupné od shora) [43]

1.2.6 14.0 jazyk

Oblast Element Popis Pouziti

Datova oblast | InteractionElements Data z elementi modelu Volitelny
Ramec Type Typ zpravy Povinny
Ramec Sender Odesilatel Povinny
Ramec Receiver Prijemce Nepovinny
Ramec Conversationld Identifikator konverzace Nepovinny
Ramec Messageld Identifikdator zpravy Povinny
Ramec ReplyTo Reference odpovédi na zpravu | Nepovinny
Ramec ReplyTill Odpoved do ¢asu Nepovinny

Tab. 1.1: Struktura

zpravy dle VDI/VDE 2193-1 [4]

Vymeéna informaci mezi 14.0 komponentami je zaloZzena na prenosu zprav. Stan-
dard VDI/VDE 2193-1 definuje strukturu (viz tab. a typ téchto zprav spolu
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se slovnikem definujici vyznam prenasenych informaci. Standard VDI/VDE 2193-2

popisuje sémantiku interakéniho protokolu, pricemz je zahrnut i vyjednavaci algo-

ritmus. 4.0 jazyk je definovan nezavisle na komunikac¢ni technologii, pricemz jako

priklad implementace je jazyk kodovan pomoci technologie JSON. V praktické re-

alizaci je tedy elementu messenger prediazen element rozhrani (angl. messenger

interface). [4]

1.3 AAS metamodel

Identifiable

HasDataSpecification
ConceptDescription

+ isCaseQf: Reference [0..%]

pecificaticn

DataSpecificationContert
«Template:
DataSpecificationlECE1360

preferredName: LangSiring Set
shortName: LangStringSat [0..1]
unit: string [0.1]

unitld: Reference [0.1]
sgurceCfDefinition: string [0..1]
symbal: string [0..1]

dataType: DataTypelECE1360 [0..1]
definition: LangStringSet [0..1]
valueFarmat: string {0..1]
valusList: ValusList [0..1]

value: string [0._1]

lsvelType: LavelType [0.7]

+ o+ o+ o+ o+ o+ o+ o+ o+

ete.

Exemplary Submodz| Element
"Fropery”,

other submaodel elemsnt subtypes
include operations, collections, files

HasDataSpecification
AssetAdministrationShell s v
+ assetinformation: Assetinformation
Assetinfarmation
+  assetKind: AssetKind
+ specificAssetld: SpecificAssetld [0..%]
+ pglobalAssetld: Reference [0..1]
+ defaultThumbnail: Resource [0..1]
W
HasSemantics Identifiable
SpecificAssetld HasKind
|+ name: string HasSemantics
|+ value: string Qualifiable
|+ externalSubjectid: Reference HasDataSpecification
Submodel
+ submodslElement: SubmodslEl it [0..%]
wenumerationn
AssetKind .
DataElement|
Type Property
Instance }
. + valueType: DataTypeDefrsd
£ + value; ValueDataType [0..1]
+  valusld: Reference [0.1]
HasSemantics
wabstracts

Qualifier

kind: Qualifieriind [0..1] = ConceptQualifier f=- - -~ - -

type: QualifierType
valusType: DataTypeDefXsd
value: YalueDataType [0..1]
valueld: Reference [0.1]

sabstracts
SubmodelElement

Referable

HaskKind|
HasSemantics
Qualifiable
HasDataSpecification

sexternal global reforances

nexternals
Property Definition |EC
61360

| Extsmal Concept Definitions

Obr. 1.11: Pfehledovy metamodel AAS [47]
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Struktura AAS je popsana pomoci diagramu trid (angl. class diagram) v podobé
metamodelu. Ve specifikaci uvedené v [47] jsou jednotlivé metamodely uvedeny sa-
mostatné popisujici ¢ast celkového metamodelu AAS. V priloze uvedeného doku-
mentu je avSak uveden piiklad implementace modelu v jazyce XML. Piehledovy
metamodel AAS je uveden na obrazku [L.11]

Ustfedni entitou v modelu je AAS, kterd si nese atributy definujici nazev, identifi-
kaci a zabezpeceni. Informace jsou dale strukturovany dle konceptu submodeli. Sub-
modely popisuji dil¢i funkcionalitu a seskupuji elementy, jako je proménnd (angl. pro-
perty), operace (angl. method) a udalosti (angl. events). Proménné jsou dale nava-
zany na externi slovnik nebo na polozky interniho slovniku (angl. data specification).

Modely jednotlivych entit jsou provizané pomoci vazeb typu agregace (angl. ag-
gregation) a zavislost (angl. dependency). Entity dale mohu implementovat spole¢né
atributy, které pridavaji dalsi vlastnosti. Tyto spolecné atributy jsou seskupeny do
entit, které mohou byt zdédény:

o Identifiable - atributy definujici identifikaci entity v globdlnim méritku

o HasKind - atributy urcujici typ entity mezi instanci a sablonou

o Qualifiable - atributy urcujici ohodnoceni proménné, ktery se vaze k hodnoté,

sémantice nebo Sabloné

o Referable - volitelné atributy definujici identifikaci v rdmci jmenného prostoru

(napt. pouze v submodelu nebo v rdmci AAS)

o HasSemantics - povinné atributy definujici referenci na globélni slovniky

o HasDataSpecification - atributy rozsitujici popis datového elementu

o DataElement - atributy popisujici entitu typu proménnéd, operace a udalost

« HasExtension - atributy popisujici rozsiteni elementu

Datové entity mohou uchovavat hodnotu (angl. value), kterd je déle dle atributi
opatfena typicky vlastnostmi jako je jednotka, maximalni hodnota, minimalni hod-
nota a kategorie. Kategorie nabyva moznosti konstanta (neménna hodnota po celou
dobu), parametr (zména hodnoty probihd zfidka) a proménna (zména hodnoty muze

probéhnout kdykoliv).

1.3.1 Submodel

Submodel je zékladnim prvkem pasivni ¢dsti AAS. Tato entita mize modelovat dil¢i
funkcionalitu nebo jen seskupovat dalsi entity logicky patiici k sobé. Dle [39] musi
kazdy submodel mit oznaceni semanticld, ale v novém vydéni [47] je uz tento atribut
pouze doporuceny. Submodel hierarchicky obsahuje elementy [47]:

o DataElement - obsahuje elementy typu nesouci data,

e Operation - je pouzivana pro vyvolani preddefinované procedury,

o EventElement - slouzi pro zpétnou asynchronni indikaci zmén,
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» Capability - slouzi pro definici nabizenych sluzeb,
» RelationshipElement - slouzi pro provazani entit,
o SubmodelList - zahrnuje hierarchicky dalsi submodely.

1.3.2 Datovy element

Datovy element (angl. DataElement) je nositelem informaci. Informaci o prostfedku
mohou byt jeho parametry, provozni veli¢iny, zptisob zapojeni, zptusob provozu, tech-
nické listy, vykresova dokumentace, aj. Jedna se o heterogenni data rtizného formatu.
Metamodel datové elementu proto zahrnuje vétsinu standardnich formata dat v in-
formatice (viz . Kazda entita tohoto metamodelu obsahuje atributy, které zpra-
vidla popisuji datovou informaci a jeji souvislosti i s referencemi na globalni slovniky
prip. jiné zdroje. Kromé standardnich atributt je datové element kategorizovan na

datovy bod typu proménnd, parametr, nebo konstanta. [47]

SubmodelElement
DataElement
A . X
\ JAY
Property
+ valueType: DataTypeDefXsd Range
+ value: ValueDataType [0..1] + valueType: DataTypeDefXsd ReferenceElement
+ valueld: Reference [0..1] + min: ValueDataType [0..1]
+ max: ValueDataType [0..1] % waios: Relecenca 0. 1)
MultiLanguageProperty File Blob
+ value: LangStringSet [0..1] + value: PathType [0..1] + value: BlobType [0..1]
+ valueld: Reference [0..1] + contentType ComentTypE_ + mimeType: ContentType |

Obr. 1.12: Metamodel datového elementu [47]

1.3.3 Reference

Reference tvori vazby mezi jednotlivymi entitami nebo mezi entitou a prvkem mimo
AAS, u kterého je zajistén globdlni ptistup. Jedna se o néstroj umoznujici propojeni
entit s cilem vytvoreni kontextu, resp. provazani jednotlivych informaci do sité. Re-
ference se také pouziva k prostému navazani externich dat nebo internitho datového
souboru k prislusné entité. Kromé popisnych atributi obsahuje metamodel reference
polozku key, kterd jednoznacné linkuje entitu s cilovym prvkem. Tato polozka miize
nabyvat téchto typu [47]:

o FragmentKey - kli¢ na interni soubor ¢i jeho ¢ast, nebo na jinou entitu modelu

» AasReferables - kli¢ na submodel nebo jiné entity modelu
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o Globallyldentifiables - kli¢ na jednoznac¢né dosazitelny, globalni, externi prvek
Hodnotami pro reference na globalni prvky jsou typicky identifikatory IRDI nebo
URI, ptip. jiné jednoznac¢né unikatni identifikatory platné celosvétoveé. Hodnota re-
ference je datového typu text, aby bylo mozné vlozit libovolnou hodnotu. Klice riiz-
ného typu mohou byt sparovany. Pro sparovani dvou referenci je nutné, aby vsechny

hodnoty vsech kli¢ti byly identické.

1.3.4 Datové typy

Datové typy dle standardu AAS se déli na jednoduché (angl. simple data types) a
primitivni (angl. primitive data types) [47].

Metamodel AAS pouziva jednoduché datové typy definované jazykem XSD a
RDF:

o string (XSD) - standardni typ typu textovy fetézec,

« boolean (XSD) - true/false,

+ byte (XSD) - -128 az +127

 langString (RDF) - textovy fetézec s oznacenim jazyka.

Primitivni datové typy se pouzivaji pro ulozeni heterogennich dat a datové typy
nekterych specidlnich atributi:

e BlobType - pro ulozeni dat v byte formétu,

o Identifier - textova hodnota identifikatoru,

» LangStringSet - pole hodnot fetézcti s anotaci jazyka,

o ContentType - textova hodnota definujici MIME typ souboru,

o PathType - cesta k lokdlnimu souboru,

e QualifierType - textova hodnota rozsirujictho atributu,

o ValueDataType - hodnota dat v XSD atomickém datovém typu (string, boo-

lean, integer, float, dateTime, decimal, byte, ...),

o Enumeration - sada obsahujici entity modelu daného typu.

1.3.5 Reprezentace informaci

Dle standardu je vhodné vsechny informace v pasivni ¢asti AAS linkovat na polozky
z globalnich slovniki, aby témto informacim rozumél jakykoliv tcastnik. Jednotlivé
polozky slovniku popisuji vyznam dané informace a pripadné i dalsi informace, jako
slovnik, avsak od tohoto konceptu se upustilo z divodu vytvareni duplicitnich polo-
zek, které jsou platné pouze lokalné. V soucasné dobé existuji dva globélni slovniky
pokryvajici velkou cast informaci z oboru strojirenstvi a elektrotechniky. Tyto slov-

niky se nazyvaji CDC (Common Data Dictionary) a eCl@ss. Polozky ve slovnicich
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jsou hierarchicky usporddény (segment, hlavni skupina, skupina, podskupina) a lze
je jednoznacné identifikovat - eCl@ss pouziva IRDI identifikator [45]. Struktura glo-
balnich slovnikl je definovana standardem IEC 61360, ktery popisuje metamodel

polozek a slovniku jako takového.

1.4 Reprezentace vyrobnich schopnosti

Pro reprezentaci heterogennich schopnosti a vyrobnich pozadavki se jako nejvhod-
néjsi nastroj jevi ontologie. Ontologie formélné popisuji systém a vztahy mezi jeho
prvky. Tvori tedy sémantické sité vyuzivajici slovniky pro reprezentaci dat. Vyuziti
pri Tizeni prumyslového procesu nachézi v téchto situacich a akcich:
e popis pozadavkl na vyrobni operace produktu, popis moznosti vyrobnich ope-
raci zarizeni a porovnani pozadavki s moznostmi,
o struktura vyrobni operace produktu na atomické operace a rozhodnuti o schop-
nosti vyrobeni strojem na zékladé formélni verifikace [41],
» reprezentace metadat a heterogennich expresivnich dat o zafizeni (viz struk-
tura AAS).
Rizeni viroby zalozené na schopnostech je jednim vyznamnych aspektt Pramyslu
4.0 a je definovén tzv. PPR (Product-Process-Resource) modelem (viz obrazek|[1.13).
Prosttedky v tomto modelu znaji své schopnosti (schopnosti prostredku), které za-
pouzdiuji dovednosti, aniz by védéli v jakém vyrobnim procesu budou pouzity. Pro-
ces specifikuje vyrobni moznosti (schopnosti vyroby) dle pozadavki na vyrobni pro-
ces. Tyto schopnosti v kombinaci s pozadavky na vyrobu produktu urcuji, zda je

prostredek schopen splnit pozadovanou operaci v daném vyrobnim procesu. [11]

Is realized hy
Product builds

¥ d
requirements ; requirements
fo materials ;  : [ technology Process

P \

/'4:—';\
performs
Resource helongs to/uses

Obr. 1.13: Model produkt-proces-zdroje [11]
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Reprezentace dovednosti zafizeni, resp. vyrobnich schopnosti miize byt imple-

mentovana riznymi zpusoby: [41]

stavova proménnd - jednoduché feseni s omezenou mirou komplexity,

trigger proménna - starsi zpiisob implementace volani operaci,

operace - standardni feseni bez podpory dlouho vykonavajicich se funkei,
funkéni blok - standardni feseni v PLC, které podporuje delsi vykonavani
pomoci stavového automatu, avsak ma omezenou miru komplexity,
sémanticky protokol - zajistuje vyssi stupen komplexity a autonomie pti vy-

jednavani pozadované vyrobni operace.

V AAS lze vyrobni schopnosti modelovat pomoci vlastnosti v submodelu, coz

je povazovano za standardni cestu. Novéjsi vyzkum a pristup ovSem navrhuje za-

pouzdrit vyrobni schopnosti do vlastniho submodelu s odkazem na submodel dané

schopnosti, coz bude umoznovat komplexnéjsi spravu a vyhodnoceni vhodnosti (po-

moci externiho ontologického nastroje) vyrobni operace k vyrobnimu pozadavku.
Metamodel vyrobni schopnosti pro AAS zachycuje obrazek

SubmodelElement
Capability

HasSemantics

+ semanticld: Reference [0..1]
HasKind

+ kind: ModelingKind [0..1] = Instance
IQualifiable

+ qualifier: Constraint [0_.*]
Referable

+ idShort: string

+ category: string [0..1]

+ description: LangStringSet [0..1]
+ parent: Referable* [0. 1]

- HasDataSpecification

+ dataSpecification: Reference [0. ]

Obr. 1.14: Model elementu vyrobni schopnosti v AAS [41]

Existuji rizné nastroje ptivodné vyvinuté jen pro informacéni doménu, jako je

OWL nebo RDF. Jednou z nevytesenych vyzev je formalizovat procesy, systémy

a schopnosti z hlediska primyslové vyroby za tcelem strojového prirazovani tkoli

k jednotlivym strojim pomoci zakladé formalni verifikace. Rozhodovaci systém tedy

musi byt schopen rozhodnout schopnost splnit kol zadany obecnéji nebo specifictéji

nez je predpis jeho schopnosti, napt. vytvorit oval v desce bude pro stroj znamenat

vyvrtat sérii dér vedle sebe s naslednym zahlazenim stran nebo schopnost frézovani.
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1.4.1 RDF

RDF je ontologicky jazyk pro tvorbu sémantického webu postaveny nad technologii
XML vyvinuti a udrzovany konsorciem W3C. Formélné se jednd o mnozinu trojic
(hran grafu) ve tvaru S (subjekt) — P (predikat) — O (objekt), které tvoii orientovany
graf. RDF Schema rozsituje ptivodni abstraktni model o dalsi klicova slova, kterd
poskytuji mechanismus pro rozliSeni typu zdroju, zakladni praci s tfidami a vlast-
nostmi. Tento ontologicky jazyk neumi zaznamenat skutecnost, ze dvé rtizné entity
reprezentuji jednu entitu, a neumoznuje pracovat s poctem stejnych vlastnosti t¥idy.
Nékteré limitace fesi OWL. [55]

1.4.2 OWL

OWL je webovy ontologicky jazyk, jehoz zdkladnimi kameny jsou axiom, entity a ex-
pression. Vychazi z RDF Schema, ktery doplnuje o t¥idy, vlastnosti a expresivni ope-
ratory. Odlisily se t¥i podjazyky OWL Lite, OWL DL a OWL Full. Standard OWL
také definuje dalsi strukturdlni prvky kromé RDF, jako je OWL/XML, Manchester
syntax ¢i Functional syntax, které maji za cil popsat skutecnost jinym zptisobem.
Jako identifika¢ni technologie slouzi IRI, kterd umoznuje pouziti a integraci jiz exis-
tujicich ontologii, slovnikt nebo jinych zdroji z webu Linked Open Data. V soucasné
dobé je nejnovéjsi OWL2 verze 2 od roku 2012. [56]

1.4.3 Automation ML

Pro popis dat ve fazi navrhu je mozné pouzit mnoho popisnych jazykt, které pokry-
vaji néjakou doménu. Pro zastieseni vsech téchto pristupii byla vyvinuta technologie
AutomationML (standard IEC 62714). Jednd se o popisny jazyk na bazi XML po-
kryvajici domény mechanickou (kinematika, topologie, geometrie), elektrickou, au-
tomatizacni, aj. AutomationML je otevieny standard, ktery muze byt rozsitovan,
a sklada se v zakladu z téchto technologii:

o CAEX (IEC 62424) - pro popis topologie hierarchicky,

o« COLLADA - pro popis geometrie a kinematiky,

o PLCopen - pro popis automatizacni logiky.

Organizace AutomationML deklarovala [2], ze vztah AAS a AutomationML stan-
dardu je takovy, ze jazyk AutomationML bude sjednocujicim formétem pro vyménu
dat hlavné ve fazi ndvrhu (angl. type) v ramci vyvojového cyklu a pro preneseni
dat do faze vyroby (angl. instance) se pouzije AAS jako nosna technologie, pricemz

data se potom budou mapovat do OPC UA technologie pro zajisténi interakce (viz

obr. [1.15).
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Asset Administration Shell

AASX

Submodel I
Nameplate -‘I.
Identification b

Obr. 1.15: Vztah AutomationML a AAS technologii [2]

Drive také OPC Foundation uvedlo, ze AutomationML se bude pouzivat jako
nastroj pro ulozeni informaci v AAS, ¢imz se preklene rozdil mezi fazi ndvrhu a vy-
roby [34]. Jedn4 se ale o prvotni pokus definovani relace mezi témito technologiemi.
V [47] uz je také uvedeno pouziti AutomationML ve fazi ndvrhu a OPC UA ve fazi
vyroby, pricemz obé tyto technologie budou pouzity v informacni vrstvé RAMI mo-
delu, resp. budou soucasti reprezentace AAS (viz obr. .

Asset Administration Shell
Representation Information

modell

Data Exchange Format/

Payload XML & JSON & RDF

Connected
World

Concept Description

Enterprise
OPC-UA Work Center
(Client/Server Station
Communication & Pub/Sub) Control Device
Field Device

Product

Obr. 1.16: Pouziti AutomationML a OPC UA v informacni vrstvé AAS [47]

Vztah technologie AutomationML a AAS a detaily jejich integrace jsou stéle

predmétem diskuze standardizacnich skupin.
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1.5 Technické zajisténi

AAS je informacni obalka tvorena daty usporadanymi v modelu a dalsimi komponen-
tami. Musi tedy bézet v néjakém béhovém prostiedi. Béhové prostiedi muze byt za-
jisténo riznymi prostfedky disponujicimi riznym vypocetnim vykonem, napt. cloud
prosttedi, edge prostiedi, desktop prostredi nebo embedded prostiedi. Dle pouzitych
prostiedku plynou vlastnosti béhového prostredi, které mizeme kategorizovat [44]:
e cloudové teseni - tstfednim prostredkem je cloudovy systém v rtzné formé
(SaaS, PaaS nebo laaS), ktery koordinuje a monitoruje pripojend zarizeni
e edge Teseni - ustfednim prostiredkem je edge zafizeni, ktery mtiize posilat pred-
zpracovana data do cloud, pricemz cloud vykonava vypocetné néarocné pod-
purné funkce

» stand-alone Teseni - veskerou koordinaci a vypocetni kapacitu zajistuji zatizeni

bez cloudovych sluzeb

Pouziti technologii je zavislé na pozadavcich kladeny na miru interakce AAS,
resp. pouziti dalsiho software k prohlizeni nebo uklddani informaci. Dle interakcénich
typt uvedenych v kap. muzeme odhadovat vhodné technologie pro vytvoreni,
prenos a provoz AAS.

Prvni zpusob (pasivni AAS) vyuziva reprezentacnich technologii pro mapovani
informaci z AAS metamodelu. Mezi uplatnitelné technologie muzeme radit napr. AASX,
XML, JSON nebo AutomationML. Pro komunikaci jedna strana vytvori soubor
s pozadovanymi informacemi a posle ji komunikac¢nim kanalem druhé strané. Druha
strana musi pomoci reverzniho procesu spravné informace dekomponovat.

Druhy zpusob (reaktivni AAS) muze vyuzit technologie OPC UA server, REST
server a MQTT jako datovou ¢ast, na kterou mapuje vsechny submodely a funkce,
pricemz technologie OPC UA se jevi jako nejvhodnéjsi z hlediska souladu s AAS me-
tamodelem. Technickymi prostredky pro komunikaci mohou byt OPC UA, REST
API nebo MQTT. Zabezpeceni pripojeni a komunikace poté lezi na pouzité tech-
nologii. V pripadé pristupu pomoci technologie REST API, je pozadovana ochrana
pripojeni alespon pouzitim komunikacni technologie HT'TPS. V ptipadé pristupu
pomoci technologie MQTT, miize byt spojeni technicky ochranéno prostrednictvim
certifikatu na arovni MQTT komunikace. Pti pouziti OPC UA je zabezpeceni komu-
nikace zajisténo bezpecnym spojenim s klientem na drovni TLS komunikace, ktera
se vytvori vymeénou a ovérenim certifikata. [46]

Treti zpusob (proaktivni AAS) vyuziva 4.0 komunikacéniho adaptéru, ktery mize
byt postaven na bazi HT'TPS jako komunika¢niho rozhrani. Zabezpeceni pripojeni
a komunikace je tedy plné v rezii nizsich vrstev, resp. komunika¢niho protokolu.
Standard AAS nastinuje model zabezpeceni na bazi certifikdtti, kdy si tcastnici

komunikace (resp. server) ovéri ptijaty certifikat u certifikac¢ni autority, a az poté
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zpristupni data.

Struktury AAS je mozné exportovat do tzv. AASX-Package. Jedna se uskupeni
soubort pro popis struktury a soubort se zdroji (napt. PDF, 3D modely, apod.).
Samotnou strukturu AAS je mozné zachytit pomoci technologii XML, JSON nebo
RDF. Tato struktura mize byt poté nactena a spusténa v béhovém prostiedi. Export
struktury umoznuje napriklad software AAS Package Manager. Dalsimi prostredky
pro offline ulozeni AAS jsou technologie AML a UAnodeset v pripadé zajisténi béhu
¢isté na technologii OPC UA. [46]

1.5.1 Model sluzeb

Model sluzeb dle konceptu 14.0 je odvozen z architektury interakce dle DIN SPEC
16593-1 a uplatnuje se jak na sluzby spojené s prostiedkem (angl. asset), tak na sluzby
infrastruktury. Zptisob operacni interakce se sluzbou miize byt dvojiho typu. Prvnim
interakéni typ je zalozen na volani procedur (metod). Druhy interakéni typ navic
integruje stavovy automat, ¢imz zavadi podporu sekvencni logiky. Model sluzeb ma-
puje kaskddové obecné entity az na jejich implementaci a rozlisuje ¢tyti arovné [44]:
« technologicky neutralni (angl. technology neutral) - koncepty nezavislé na im-
plementaci (napr. klient-server)
« technologicka (angl. technology specific) - koncepty zalozena na pouzitych tech-
nologiich (napt. OPC UA, MQTT, REST)
 implementaéni (angl. implementation) - koncepty zalozené na implementa¢nim
nastroji (napf. C#, Java, Python)
o operacni (angl. runtime) - koncepty zalozené na konkrétni operacéni technologii
Na technologicky neutralni irovni popisuje sluzba (angl. service) obor podporo-
vanych funkcionalit. Rozhrani (angl. interface) definuje pripojeni s mapovanim na
API a mize byt vyuzito vice sluzbami. Operace definuji entity, které mohou byt

volany a jsou implementovany na technologické tirovni pomoci API metod.

1.6 Orchestrace vyroby

Standardni architekturou tizeni primyslového podniku je centralizované feseni, kdy
jeden tidici prostredek je nadrazeny ostatnim a poveluje vyrobu. V procesnim pri-
myslu se naopak uplatnuje spise distribuovand architektura, kdy fidici funkce jsou
distribuovany do fidicich prostredkii v dané lokalité, pricemz tyto prostiedky si
mezi sebou vyménuji procesni data. Koncept Primysl 4.0 navrhuje fizeni pomoci
decentralizované architektury, kdy kazdy ucastnik vyroby disponuje fidicimi funk-

cemi a jednotlivymi interakcemi se naplni vyssi cil celého uskupeni. V soucasnosti
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se avSak od takhle striktniho pojeti ustupuje a navrhuji se planovaci sluzby, které

pomahaji planovat vyrobni operace, resp. vznika hybridni architektura.

ACTIVE AAS:
SERVICE

ACTIVE AAS:
SERVICE

REQUESTER PROVIDER

purpose: call_for_proposal

— —

purpose: not_understood

| Decision
-
L purpose: refuse

purpose: proposal

H

Decision

[_‘ purpose: reject-proposal

purpose: accept-proposal

purpose: failure

purpose: inform

ll1 ‘] l
- L{:}T_‘H_P[

Obr. 1.17: Sekvenc¢ni diagram vyjednavaciho algoritmu [4]

Zakladnim zptusobem fizeni vyroby v chytré tovarné se bere tzv. vyjedndvact
algoritmus (zachycen na obr. dle standardu VDI/VDE 2193, ktery se uplatiiuje
mezi prosttedky v rdmci vyrobni jednotky. Kazdy prostiedek poskytujici vyrobni
operace se chova jako sluzba a produkt se chovéa jako poptavajici castnik. Sluzba
nabizi pozadované vyrobni operace s ohodnocenim a poptavajici se rozhodne, zda
nabidku akceptuje nebo ne. V pripadé akceptace se sluzba provede a kontrakt skonci.
Tento algoritmus ma mnoho modifikaci, které se snazi fesit jeho problémy vznikajici
z prioritnich produktii a nestandardnich situaci. V modifikovanych algoritmech se
uplattiuji napft. fronty nebo jiné zptisoby umoznujici dynamické preplanovani. [4]

7 hlediska teoretického popisu lze vyjednavaci algoritmus modelovat pomoci for-
malnich nastroji, jako jsou systémy diskrétnich udalosti, Petriho sité a prechodové
systémy. Poté jiz 1ze vysSetrit, zda mohou nastat situace, kdy se napt. produkt nevy-
robi nebo c¢as jeho vyroby bude netimérné velky z dtivodu ohodnoceni vyrobni ope-

race. Tento vypocet lze také ddle upravovat pro optimalni plnéni vyroby (napf. po-
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moci techniky genetickych algoritmu).

Zatazeni vyjednavaciho algoritmu do struktury proaktivniho AAS je mozné vi-
cero zpusoby, pricemz se nabizi integrovat vyjednavani do komunikacni entity. Dalsi
funkce, jako je vypocet ohodnoceni, rozhodnuti mezi nabidkami a kontrola prove-
ditelnosti se tykaji procesu soupereni, a proto nejsou jiz nejsou soucasti standardu.
Vyjedndvaci algoritmus je pro obé role (sluzba a produkt) definovin pomoci sta-
vového automatu. Tento automat musi ale byt v aktivni ¢asti provozovan pomoci
néjaké entity uddvajici cyklicky takt. Obr. [I.18 ukazuje piiklad struktury reaktiv-
ntho AAS obsahujici vyjednavajici algoritmus. [4]
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Obr. 1.18: Piiklad architektury AAS s vyjednévacim algoritmem [4]

1.7 Standardizace

Tvorbou standardi v oblasti primyslové automatizace se zabyva skupina IEC TC
65 [21]. Podskupina SC 65E této skupiny se blize zaméfuje na zafizeni a integrace
v pokrocilych systémech. Pracovni skupiny této podskupiny se jiz blize zaméruji
na jednotlivé technologie, z nichz relevantni z hlediska AAS a Primysl 4.0 jsou:

e WGI - terminy a definice,

« WGS - OPC,

o WG9 - AutomationML,

« WGI16 - digitalni tovarna,
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o JWG21 - chytra tovarna - referencni modely,

o WG23 - chytra tovarna - ramce a koncepty,

« WG24 - AAS.

V siroké oblasti chytré tovarny, ve které se nachazi i AAS, jiz existuji standardy
pro jednotlivé technologie a aspekty. Tyto standardy se déli na zakladni, které jsou
vychozimi dokumenty v této oblasti, a na ramcové, které jsou pouze navrhnuty k po-
uziti i v této oblasti a mély by se jesté revidovat. Specifickym standardem v této
oblasti, ktery stavi na standardech obou skupin, je IEC 63278, ktery definuje struk-
turu a pojmy souvisejici s AAS. Mezi zakladni standardy v oblasti chytré tovarny
patii:

o [EC PAS 63088 - RAMI 4.0 model,

o [EC TR 63319 - pristupy k modelovani chytré tovarny,

o [EC 63339 - sjednoceny model chytré tovarny,

o [EC 63283-3 - doporuceni pro kybernetickou a funkéni bezpecnost.

Mezi ramcové standardy pro oblast chytré tovarny se radi:

o [EC 62832 - digitalni tovarna,

« IEC 62264 - MOM (MES),

o [EC 62541 - OPC UA,

« [IEC 61131 - PLC,

o [EC 61360 - slovnik CDD,

o [EC 63365 - digitalni stitek,

o [EC 62443 - kyberbezpecnost,

o TEC 61508 - funkéni bezpecénost,

o IEC 62890 - sprava zivotniho cyklu, aj.

1.8 Ostatni aspekty

Se vzrustajici komplexitou a provazanosti systému vzristaji rizika spojend s kyber-
netickou a funkéni bezpecnosti. Pozadavky na bezpecnost je v oblasti pramyslové
automatizace popsana standardy, které vyzaduji akce ze strany vyrobce zafizeni,
integratora, ale také podniku jakozto zaméstnavatele. Standard AAS musi byt také
pfipraven na pouziti modernich metod, jako jsou virtualizace a AI/ML, které se poji

s dalsimi problémy stran integrace.

1.8.1 Kyberbezpecnost

Kybernetickd bezpecnost se v prumyslové automatizaci ridi standardy z rodiny
IEC 62443. V praxi jsou casto vyuzivany metody, které analyzuji riziko nezddouci

manipulace s informacemi. Jednim z nejpouzivanéjsich modelt pro vyhodnoceni je
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STRIDE, ktery analyzuje systém z hlediska typt hrozeb, které znehodnocuji zadouci
vlastnosti systému, jako je autenticnost, integrita, neodvolatelnost, vérohodnost, do-
stupnost a opravnéni.

Pro zajisténi kyberbezpecnosti zatim jesté neni pro AAS standard, ktery by
tuto problematiku komplexné tesil. Obecné se postupuje podle obecného standardu
IEC 62443, resp. podle souvisejicich standardii jako jsou napft. standardy rodiny
IEC 27000 pro informac¢ni systémy. Proces hledani rizik a jejich minimalizace by
mél byt zakomponovan do zivotniho cyklu vyroby stroje. [30]

V soucasné dobé je doporuceno vyuzit pti implementaci zabezpeceni, které po-
skytuje pouzitd komunikacéni technologie, napt. HT'TPS. Technologie HTTPS ovéri
podle poskytnutého certifikatu server pomoci duvéryhodného zdroje a vytvori za-
bezpeceny Sifrovany komunikacéni kanél. [43]

Pro ovéreni certifikdtu uzivatele je mozné také vyuzit certifikdtu, ktery se overi
u autentifikacni autority za vzniku tokenu, ktery se posila v ramci HTTPS poza-
davku v hlavi¢ce zpravy. Certifikat klienta muze byt ulozen v AAS a v soucasné
dobé existuje doporuceni (Sablona) pro strukturu v informa¢nim modelu. [43]

Informac¢ni model AAS disponuje systémem fizeni pristupu k entitim pomoci
atributt (angl. Attribute Based Access Control). Jedna se o oznaceni entit atributy,
které zamezuji nebo povoluji operace (napft. zapis) s entitou (napf. vlastnosti). Tento
systém nabizi obecny pristup k autorizaci. Pro implementaci musi avsak byt fizeni

pristupu spravné namapovano na pouzitou komunikacéni technologii. [47]

1.8.2 Funkc¢ni bezpecnost

Funkéni bezpecnost je soucast celkové bezpecnosti zatizeni a je souborem metod
k zajisténi chodu, ktery minimalizuje riziko ijmy. Obecné pozadavky jsou stanoveny
v normeé [EC 61508, pricemz pro priumyslovou automatizaci se vice specializuji normy
[EC 61511 pro procesni vyrobu a IEC 62061 pro strojni vyrobu a dalsi odvozené
standardy.

Provoz AAS se omezuje na béh softwarové aplikace a komunikace, proto jsou
pozadavky na funkéni bezpecnost, resp. spolehlivost kladeny z pohledu pozadavki
na software, ptip. komunikacni technologie. V pripadé pouziti AAS jako prvku v bez-
pecnostni funkci by se tedy uplatnovaly bezpecnostni pozadavky i na samotné AAS,
tedy vyvoj dle V-modelu a validace dle prislusné kategorie.

Aplikacemi, kde by se funkéni bezpecnost uplatnovala ve spojeni s AAS, jsou
bezpecnostni monitory, bezpec¢nostni PLC, ESD (Emergency Shutdown System),
frekvencéni ménice (funkce bezpecného zastaveni, funkce omezeni bezpeéného mo-

mentu), aj.
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1.8.3 AI/ML

Metody umélé inteligence a strojového uceni se uplatnuji v pramyslové vyrobé stale
castéji, cemuz dopomaha strategicky zameér konceptu Pramysl 4.0. V prvni fazi pre-
chodu na koncept tzv. chytrych tovaren, tedy digitalizaci se uplatni techniky strojo-
vého ucéeni pro zpracovani vyrobnich dat napt. v ilohach hleddni anomélii, klasifikaci
produktii, simulace regrese déju ve vyrobé (prediktivni tdrzba) nebo hledéni opti-
malniho nastaveni procesu. V soucasné dobé neni standardizace integrace AI/ML

v AAS vydana, takze tato oblast jesté skyta mnoho vyzev a vyzkumny potencial.

1.9 Prehled vyzkumnych témat v oblasti AAS

Vyzkumna ¢innost je v oblasti Priamysl 4.0, resp. AAS pomérné aktivni. Soustiedi
se hlavné na definici problémi a navrhy jejich feSeni s ohledem na aktudlni situaci.
Ackoliv hlavni slovo v aplikacni sfére maji vydané standardy, prindsi vyzkum nové
pohledy a inovativni TeSeni, ktera umoznuji efektivnéji vyuzit moderni metody jako
je 10T, cloudovy vypocetni vykon, AI/ML, aj.

Témata publikaci v rdmci oboru Pramysl 4.0, resp. AAS lze kategorizovat do né-
kolika hlavnich skupin. Tato kategorizace je orientacni a nemtze pokryt kompletné
vSechny védecké materidly. V této resersi jsou tedy rozliSeny prispévky tykajici se:

1. definice struktury AAS, resp. jeho rozsiteni,
popisu relevantnich technologii (napt. OPC UA, TSN, 5G) a jejich roli,
ukazek inovativnich aplikaci s AAS,

implementace AAS a moznosti realizace,

Gk o

navrhu propojeni AAS s jinou oblasti a dalsimi aspekty (napt. AI/ML, ener-
geticka spotreba a prediktivni tdrzba),
6. procesu ziskdvani a zpracovavani informaci pro AAS (napf. pomoci technik
zpracovani textu),
7. sdileni dat a utajeni citlivych informaci,
8. Tizeni vyrobniho procesu a horizontalni integrace (napf. ve spojeni s logistikou
a skladovym hospodéfstvim),
9. definice sémantiky a syntax pro popis prvkiu a jejich vztaht (napt. ontologie)
za ucelem vytvoreni formalniho popisu,
10. vertikalni integrace od komunikace s prostiedkem az po vykonani lokalnich
obchodnich rozhodnuti,
11. funkcni a kyberneticka bezpecnost kyberfyzikalnich systémii.
V nésledujicich podkapitolach budou k vybranym oblastem uvedeny popisy tfech
zastupujicich referenci, které jsou relevantni vzhledem ke kontextu. Jednotlivé aka-

demické prispévky jsou aktudlni, resp. byly uvedeny v poslednich péti letech.
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1.9.1 Struktura AAS

Autori v [18] navrhuji pouziti atributi typu klic-hodnota definovaného v DIN SPEC
92000 pro oznaceni entit v informac¢nim modelu AAS, které se tykaji schopnosti
a pozadavku na vyrobni operace. Atributy by definovaly typ entity na pozZadavek,
merent, nabidka a zajisteni. Nasledné by se na zédkladé téchto atribut vyhodnocovalo
parovani nabidky a pozadavku ve fazi pred i po zahajeni vyroby produktu, ¢imz by
se zjistila vyrobitelnost v daném nastaveni vyrobni linky.

V [15] je uveden ndvrh AAS pomoci metodologie modelem fizend architektura.
Autofi navrhuji v prvni fazi vytvorit specificky model pripadové studie, z ni poté
vygenerovat AAS. Struktura AAS je tedy Tizena modelem a nastavenim néastroje
pro generovani, které miize zahrnovat specifické pozadavky platné na trovni pod-
niku. Aby vygenerované AAS splniovalo pozadavky kladené standardem, musi obsa-
hovat alespon zakladni soucasti.

Jeden z navrhi struktury aktivntho AAS je prezentovan v [14]. Autofi navrhuji
AAS slozené z funkcionalit pro zajisténi vyjednavaciho algoritmu, ohodnoceni vyrob-
nich operaci, rozhodovani mezi nabizenymi operacemi a orchestratoru pro planovani
vyrobnich krokti. Informace pro jednotlivé funkcionality by byly ulozeny v mode-
lech v pasivni ¢asti AAS. Horizontalni komunikace mezi AAS je v tomto piipadé
zajisténa pomoci technologie MQTT, navzdory tomu, ze koncepce AAS popisuje

nezavislé komunikac¢ni rozhrani na bazi HTTP.

1.9.2 Relevantni technologie

Prispévek [12] navrhuje mapovani AAS v JSON formatu na technologii OPC UA,
kde hierarchicka struktura JSON urcuje, zda se jedna o model, proménnou nebo hod-
notu. Ukdzdna je reprezentace pasivni ¢asti AAS a identifikace (hlavicky).

Literarni reserse [51] provedend pomoci automatizovanych néstroju rozpoznani
textu na velkém mnozstvi védeckych clankt ukazuje vlastnosti a technologie, které
dominuji ve spojitosti s konceptem Prumysl 4.0. Vysledky potvrdili, Ze AAS je nej-
vhodnéjsi technologii pro komplexni virtualni reprezentaci prostredku, pricemz musi
splnovat kritéria identifikace, komunikace, sémantiky, virtudlniho popisu, sluzeb,
funkci a bezpecnosti. Z mnozstvi védeckych c¢lankt také vyplynulo, Ze relevantni
technologie ve spojitosti s AAS jsou OPC UA, HTTP, REST, MQTT, Automati-
onML a MAS. 7Z hlediska klicovych technologii jsou sklonovany od nejc¢etnéjsiho
kyberfyzikdlni systémy, interoperabilita, digitalni dvojce, OPC UA, informacni mo-
del, internet véci, flexibilita, komunikac¢ni technologie a dalsi.

Jak uvadi [B], stdle existuje mnoho vyzev stran implementace konceptu Primysl
4.0, které je potieba vyzkoumat a vytesit. Mnoho z téchto vyzev plyne z transformace

spojeni I'T a OT svéta, jako je napr. zabezpeceni OT zarizeni, pouzivani nemodernich

38



OT prostiredki a sjednoceni I'T a OT rozhrani. Autori diskutuji o technologie TSN
jako o vhodném standardu pro zajisténi komunikace realného cCasu, ktery vyuziva
protokolu PTP pro synchronizaci ¢asu. Potvrzuji také moznost vytvotreni systému
pomoci Eclipse BaSyx AAS, ktery umi synchronizovat c¢as jednotlivych prostredki

na komunikacni siti.

1.9.3 Ukazky inovativnich aplikaci

Prispévek [35] popisuje pouziti AAS pro monitorovani stavu motoru, pficemz im-
plementace je provedena primo do PLC, které umoznuje preneseni hodnot volanim
svych funkénich blokti pro OPC komunikaci. Rozhrani také umoznuje nastavovat
limity, podle kterych potom PLC zafizeni vyhodnocuje alarmy a nasledné akce.

Jak navrhuje [7], AAS je také mozné pouzit jako virtualni obélku pro PLC pro-
gram definovany normou IEC 61131-3. Jednotlivé polozky softwarové struktury vy-
baveni PLC mohou byt modelovany pomoci datovych elementi modelu AAS spolu
s hardwarovou konfiguraci obsahujici seznamy vstupt a vystupt. V pripadé integrace
PLC jadra je mozné dokonce AAS pouzivat jako virtualni PLC.

Autori v [57] navrhuji a ukazuji pouziti AAS pro Fizeni robotického manipula-
toru standardizovanym pristupem dle RAMI 4.0. V této aplikaci vznikl priamyslovy
kyberfyzikdlni systém, ktery zapouzdiuje pohybové regulacni smycky pomoci stan-

dardniho rozhrani, umoznujiciho konfiguraci, ovladani a monitorovani stavu.

1.9.4 Implementace a moznosti realizace AAS

V [60] je demonstrovano nasazeni AAS na vyukovy panel obsahujici dopravnikové
pasy, roboty, PLC, senzory a gateway zarizeni s web aplikaci, pricemz kazda z téchto
komponent ma své AAS a komunikuje s ostatnimi pomoci vybranych komunikac¢nich
technologii.

Z hlediska implementace 14.0 komponenty popisuje [28] vrstvovou architekturu,
kterd se sestava smérem nahoru z funkéni, operacni a servisni vrstvy. Jako priklad je
uveden robot Tizeny robotickym kontrolérem, ktery je ovladany pomoci PLC, které
komunikuje s poc¢itacem, napi. v podobé jednodeskového pocitace.

Néplni v [6I] je prezentace soucasnych moznosti vyvoje AAS a jeho implemen-
tace umoznujici vyvoj digitalniho feseni pro kyberfyzikalni aplikace. Studie ukazuje
architekturu zalozenou na propojeni readlného a virtualniho svéta pomoci technologie
OPC UA, pricemz virtudlni ¢ast je rozdélena na ¢ast edge a cloudovou. V edge ¢asti
bézi AAS shromazdujici data, pricemz v cloudové ¢asti bézi sluzby a webové apli-
kace. Prispévek také popisuje proces generovani AAS a mapovani souboru AASX
na OPC UA informac¢ni model.

39



1.9.5 Propojeni s jinou oblasti a dalsimi aspekty

Clanek [50] piinasi navrh pouziti Al technik pro spravovani metadat prostiedku
spolecné s AAS, resp. navrhuji AAS pro AI prostredek. Autori ukazuji moznosti
prezentace informaci pojici se s celym Fetézcem nasazeni obecné Al techniky od pri-
pravy dat az po operacni fazi, pricemz datové typy déli na textové, dataset, model
a metadata. Zvolili hierarchickou koncepci, kdy kazda cast Al metody, jako je mo-
del, algoritmus a dataset, je vlastni entitou, a tedy ma své AAS. Tato koncepce
umoznuje volbu kombinace datasetu a Al algoritmu ve fazi ladéni.

Udrzba jednim z hlavnich aspektt priimyslové vyroby. Prediktivni udrzba se
na zakladé historickych dat z vyroby snazi naplanovat udrzbové akce, aby se snizily
naklady na odstavky a snizila pravdépodobnost zévaznjch poruch. Retézec tvorici
funkcionalitu prediktivni udrzby se skladé z procesu ziskavani dat, jejich zpracovani
a procesu rozhodovani, resp. estimace zbyvajictho ¢asu provozu (angl. Remaining
Useful Lifetime). Proces estimace RUL vétsinou zahrnuje techniky strojového ucent,
jako je klasifikace na zdkladé hlavnich priznakti, nebo umélé inteligence, jako je
vytvoreni sofistikovaného modelu. Autori v ¢lanku [8] navrhuji zabalit funkcionalitu
zpracovani dat a rozhodovani pomoci AAS, ¢imz by se prediktivni udrzba stala
jednou z funkei systému tzv. chytré tovarny.

Interakce s clovékem je jeden z hlavnich aspektu standardni koncepce prumys-
lové vyroby. V tzv. chytré tovarné se interakce s clovékem transformuje na integraci
do procesu komplexnéjsiho rozhodovani nebo ¢innosti (napf. montaz nebo tdrzbu),
které nelze zatim automatizovat. Clovék tedy musi ziskat dostatek relevantnich in-
formaci (napr. relevantni vyrobni informace, seznam komponentt nebo navod), aby
mohl udélat pat¥icné rozhodnuti nebo aby mohl vykonat spravné danou akei. V [25]
jsou uvedeny pozadavky na model AAS pro interakci s clovékem provadéjici udrzbu.
Model interakce s ¢lovékem neni zatim specificky standardizovan, a proto k tomu

lze pristupovat z pohledu AAS jako k obecnému aspektu.

1.9.6 Ziskavani a zpracovani informaci

Typicka struktura AI/ML systému, ktery se nasazuje v primyslové vyrobé je uve-
dena v [52]. Autori uvadéji variantu, kdy vétsina vypoctu je provadéna na edge
urovni, coz umoznuje nasazeni v systémech redlného casu. Cloud uroven slouzi
pro trénovani modelti. Jednotlivé komponenty jsou propojeny pomoci sitovych sluzeb
a integrovany do MES/MOM. Autori také diskutuji vhodnost jednotného rozhrani
jak ze strany vyrobnich prostiedki, tak ze strany serverovych AI/ML sluzeb, coz je
stale vyzvou AAS.

Proces ziskavani informaci by mél dle konceptu Primysl 4.0 probihat automa-

ticky v ramci celého zivotniho cyklu vyrobku, takze jednotlivé informace uz budou
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kontextoveé ulozeny. Jedné se o dokumenty popisujici produkt, ale také o provozni
dokumenty vznikajici v ramci vyroby, jako jsou napt. reporty a statistiky. Pii pre-
chodu na technologii AAS se ale musi ohromné mnozstvi stavajicich dokumentt
v digitalni podobé zpracovat a informace ulozit dle kontextu, pfricemz se vyuziji
ML néstroje pro zpracovani texti a dalsich formatu. V [58] je predstaven takovyto
proces tvorby grafové orientovaného kontextu z vyrobnich dokumentti na zédkladée
vzdalenosti pozice slov v dokumentu.

Prispévek [29] navrhuje metodologii pro zpracovani dat pro AAS za vyuziti for-
matu AutomationML. Tento proces zahrnuje jak zpracovani dat do spolec¢ného tlo-
7isté, tak prezentaci dat jinému ucastniku pomoci AAS. Diky této metodologii je
mozné zpracovat heterogenni informace z jiz existujicich software a technik uplat-

nujicich se ve fazi navrhu vyrobku.

1.9.7 Sdileni dat

Clanek [32] spojuje technologie AAS, OPC UA a Eclipse Dataspace Connector
(EDSC), pti¢emz navrhuje datovy model pro zajisténi interoperability mezi podniky.
Navrhovana architektura implementuje koncept SMaa$S (Sustainable Manufacturing-
as-a-Service), pricemz horizontalni integrace je zajisténa vyménou dat EDSC mezi
AAS jednotlivych podniku, resp. pres hranice podniku. Autori ale uvadéji, ze prak-
ticka realizace takovéto decentralizované rizené ekonomiky pomoci dat je obtizna.
Dalsi vyzvou je synchronizace fizeni vyroby pomoci AAS a uplné sjednoceni vy-
znamu informaci mezi AAS mezi podniky.

Myslenkou prechodu ke konceptu ,funkce jako sluzba” se zabyva i [54]. Autori
navrhuji otevienou architekturu systému Smart Factory Web jako feseni pro ote-
viené virtualni trzisté v oblasti primyslové vyroby. Pro nasazeni takovéhoto systému
je ale zapotfebi jesté vyTesit mnoho technickych i vyzkumnych vyzev, jako je volba
nejlepsi IT strategie, pozadavky na systém, parametry systému, volba technologii
a také volba obchodniho modelu. Proces obchodu vyrobni sluzby se sestava z re-
tézce poptavky, nabidky, rozhodnuti, vyroby a predani vysledkl, pricemz ve fazi
specifikace poptavky a nabidky se uplatni s vyhodou ontologie. Autori popisuji vy-
hody pouziti AAS v tomto systému pro registraci entit nebo i pro interakci ve fazi
poptavky a nabidky.

Technologie pro sdileni vyrobnich data skyta v soucasné dobé mnoho technickych
i akademickych vyzev, jako je napt. zabezpeceni spojeni nebo vylepseni vyjednava-
ctho protokolu. P¥ispévek [24] navrhuje architekturu zaloZzenou na konceptu Gaia-X
a technologii AAS. Celkova architektura je zaloZena na konceptu vyjednavani slu-
zeb, resp. navrh je zalozen na datovych sluzbéach, které jsou po kladném vyjednani

zpristupnény urcitému prijemci od urcitého poskytovatele. Autori navrhuji obaleni
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jednotlivych entit pomoci AAS, pricemz definuji Sablony jednotlivych potrebnych

modelti.

1.9.8 Rizeni vyrobniho procesu

Piispévek [27] poukazuje na vhodnost standardu TEEE 2660.1 pro navrh komu-
nikace mezi prostifedkem a agentem v MAS pro TFizeni vyroby, procesu a budov.
Agent v rdamci kyberfyzikalniho systému je soucasti informacni casti, tedy AAS.
Autori také potvrzuji vhodnost MAS technologie pro fizeni vyroby, ktery umoz-
nuje distribuci inteligence a lokalni rozhodovani na sit navzajem komunikujicich
agentil. Mezi problémy v této oblasti a moznostmi dalstho vyzkumu patii moderni-
zace FIPA standardt o koncept primyslového kyberfyzikdlniho systému, rozsiteni
metriky komunikace, resp. standardu ISO/TEC 25010, aplikace redlného ¢asu umoz-
nujiciho deterministické fizeni pomoci MAS a pripadné zaclenéni dalsich metod, jako
je AI/ML.

V [10] je popsén navrh fizeni vyroby pomoci AAS, ktery oddéluje proces a pro-
sttedky. Na zakladé schopnosti a vyrobnich pozadavk, které se vytvori pti zavedeni
produktu do vyroby pomoci MES, je potom mozné dynamicky provést parovani.
Jako komunikaci autofi pouzili spole¢nou TCP sbérnici, pricemz data ze zaTizeni
jsou prendsena prostiednictvim OPC UA.

V prispévku [23] jsou modelovany potiebné ¢asti AAS pro zajisténi vykonavani
a dynamické planovani procesu vyroby. Systém je zalozen na technologii holonic-
kého systému Janus SARL, ktery je zapouzdien a ktery tesi vyjednavaci proces.
Holonicky agent komunikuje s AAS prostrednictvim OPC UA a REST technologii.
Autori naznacuji moznost implementace vyjednavaciho algoritmu, ktery by vyuzival
data ze spolecného datového prostoru zvaného Shared Production, umoznujiciho pa-

rovani i mimo meze samotného podniku, ¢imz by se zajistila horizontalni integrace.

1.9.9 Sémantika a syntax

Shrnuti [3] ukazuje ¢etnost védeckych clanku tykajicich se sémantiky v poslednich
péti letech. Jednou z klicovych tloh sémantiky je interoperabilita mezi stroji a komu-
nikace znalosti na bazi ulozenych informaci, coz je prekurzorem systému reagujicitho
dynamicky na nastalé problémy. Z reserse vyplynulo, Ze pro tvorbu informac¢niho
modelu AAS se nejvice pouzivaji ontologie RDF a OWL. Z hlediska sémantiky
komunikace je ¢asté pouziti informacni a komunikacnich technologii OPC UA a Se-
mantic Web of Things. Z prizkumu také vyplyva, ze formalni standardizace AAS

/////

pisy dil¢ich aspektii vyroby, jako je napt. prediktivni iidrzba. Také je potfeba vyte-
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sit nedostatecnost formalniho popisu zalozeného na logice nepodporujici zpracovani
numerickych hodnot. Neméné dulezitym problémem z hlediska sémantiky je popis
a zaclenéni modelu ¢lovéka v procesu vyroby pro prenos jednoduchého rozhodovani
na stroje a pro integraci ¢lovéka do procesu komplexnéjsiho rozhodovani.
Prispévek [9] rozebird moznost interoperability mezi kyberfyzikdlnimi systémy
pouzitim standardu IEEE 1451 pro ontologie, resp. JSON-LD technologie pro vy-
tvoreni kontextu. Pomoci tohoto nastroje 1ze vytvorit ontologii, kterd je propojitelna
s OWL a RDF, pricemz autori uvedli priklad popisu komunikace s prevodnikem.
Pro parovani schopnosti vyroby a poptavky vyrobnich operaci se jevi jako nejlepsi
nastroj ontologie, jak je rozebrano v [19], pficemz je ale nutné zvolit vhodny jazyk
a integraci. Autori ukazuji architekturu zaloZzenou na sluzbé s ontologii, na kterou se
pripojuji jednotlivé AAS. Jako jazyk pro interakci s ontologii zvolili autori SPARQL,
pricemz sluzba umoznuje komunikaci pomoci API. Jako vyhled do budoucna je
uvedena implementace kontroly vyrobitelnosti, kterou by tato sluzba mohla také

podporovat.

1.9.10 Vertikalni integrace

Clanek [48] demonstruje vertikélni integraci vypocetnich sluzeb zalozené na FCP
architekture propojené s OT zafizenimi pomoci TSN komunikace. Autori také po-
tvrzuji vhodnost téchto technologii v rdmci implementace kyberfyzikalniho systému
obsahujictho AAS. Rozvijejici se standard TSN avsak jesté stéle skyta dalsi vy-
zkumné vyzvy a nedoresené problémy, napi. v podobé konfigurace sité za béhu
a jeji fizeni. Autori tedy navrhuji konfiguracni prvek, ktery zaroven 1idi komunikaci
dle priority a deadline zprav za ucelem splnéni vcéasnosti, jakozto nutné podminky
determinismu.

Pti pouziti RFID technologie pro znaceni produktii ve vyrobé vznikaji problémy,
které se tykaji neaktivni komunikace produktu v ramci systému, coz se mize pro-
jevit napr. tim, Ze se neulozi informace o chybach, jako je napt. preruseni vyroby
s naslednym vyhozenim apod. Pomoci vertikalni integrace se tyto problémy mohou
zmirnit, jak uvadi [6], vytvorenim zafizeni, které bude aktivné komunikovat se sys-
témem a které bude v priubéhu zivotniho cyklu vyrobku ukladat informace o vyrobé
do jeho interni pasivni paméti. Predpokladem je, ze se ve vsech etapach vyrobek
spoji se zarizenim. Dalsi vyhodou je decentralizace informaci a fakt, ze lze pamét
primo na vyrobku pokladat za jediny bod pravdivych informaci.

Névrh architektury podporujici vertikdlni integraci dle RAMI 4.0 ukazuje [62],
pricemz vrstva procesni instrumentace (prostredku) je propojena s AAS typu D po-
moci TSN, které jsou agregovany pomoci vrstvy AAS typu R. V nadrazené vrstve

fizeni vyroby se nachézeji sluzby, jako je detekce anomadlii, fidici modul, planovaci
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modul a monitorovaci modul. Smérem nahoru se nachéazeji informacni sluzby intera-
gujici se zakaznikem. Tento pristup se zda byt kompromisem mezi flat architekturou

a vrstevnatym modelem délenym podle funkci jednotlivych softwarovych moduli.

1.9.11 Funkc¢ni a kyberneticka bezpecnost

V [59] je definovan model hrozeb z hlediska kybernetické i funkéni bezpeénosti obec-
ného kyberfyzikalniho a IoT systému. Autori také nabizi techniky ke zmirnéni téchto
rizik ve fazi navrhu i provozu, jako je architektura zalozend na modelu, deviace pro-
voznich parametrii, zabezpecené protokoly a provozni diagnostika.

Clanek [20] komplexné shrnuje aspekty kybernetické bezpecnosti kyberfyzikal-
nich systémi. I kdyz se primo autori nezaméruji na AAS, uvedené problémy a moz-
nosti feseni se na né vztahuji. Jelikoz se jedna o spojeni virtualniho a fyzického
sveéta, musi se vyhodnotit u téchto systémi vsechny typy hrozeb, ptricemz pro sa-
motné AAS jsou rizikové hrozby ve virtualni doméné. Autori kategorizuji hrozby
do dimenzi podle typu systému, irovné implementace a bezpecnosti. Jelikoz AAS
interaguje s okolim pomoci komunikace, vyplyvaji rizika i z této ¢asti. Autofi obecné
navrhuji a postupuji podle platnych postupii pro vyhodnocovani bezpecnosti, jako
je napr. metoda STRIDE.

Ptispévek [I7] navrhuje referencni architekturu poskytujici zéklad pro vyvoj bez-
pecného AAS. Z poradaného seminare vyplynulo, ze pozadavky a moznosti stran
kybernetické a funkéni bezpecnosti digitalizace, resp. AAS lze kategorizovat na bez-
pecny navrh (specifikace bezpecnosti uz ve fazi navrhu), spoluprace mezi podniky
(Fizeni toku informaci za hranice podniku) a digitdlni dvojce (testovani bezpecnosti
na modelu). Autori mapuji proces funkéni a kybernetické bezpecnosti do ¢asovych
fazi (ndvrh, vyvoj, ¢innost) a tcastnika (vyrobce, integrator, provozovatel). Navr-
hovana referenc¢ni architektura obsahuje modely obsahujici informace pro kyber-
netickou a funkéni bezpecnost. V aktivni ¢asti jsou bezpecnostni funkce a metody
(napr. detektor itoku na béazi AI). V API ¢4sti se uplatnuji techniky spojené s HT'TP
komunikaci, jako je autentizace pomoci certifikatl, autorizace na zakladé roli, vali-

dace a vyhodnoceni vykonu.
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2 VYSLEDKY PRACE

Nésledujici kapitola obsahuje okomentované publikacni vysledky relevantni k tématu

tohoto dokumentu razené chronologicky. Jednotlivé podkapitoly se zabyvaji jednot-

livymi publikacemi, pricemz je uveden strucny popis obsahu publikace a dale je dis-

kutovano zasazeni do kontextu AAS, resp. konceptu Priimysl 4.0. Razeni podkapitol

odpovida razeni textt publikaci nachazejicich se v priloze A tohoto dokumentu.

Tabulka se snazi zaradit uvedené publikacni ¢innosti do kategorii vyzkumné

oblasti se zamérenim na AAS. Tyto kategorie jsou informativni a vychazi ¢astecné

z kap. , pii¢emz nékteré publikace jsou zafazeny do vice kategorif. Razeni publi-

kaci v tabulce odpovida Tazeni v nasledujici ¢asti, resp. seznamu uvedenému v pii-

loze A. Cislo publikace v prvnim sloupci tabulky 2.1 odpovida fazeni publikaci a éislu

podkapitoly, ktera se dané publikaci vénuji blize. Vypis zvolenych kategorii:

K1 - struktura AAS,

K2 - diskuze relevantnich technologii,

K3 - inovativni aplikace,

K4 - implementace a realizace,

K5 - propojeni s jinou oblasti (AI/ML, prediktivni tidrzba, energetika),
K6 - ziskdvani a zpracovani informaci,

K7 - sdileni a ochrana dat,

K8 - fizeni vyrobniho procesu (horizontalni integrace),
K9 - sémantika a popis informaci,

K10 - vertikalni integrace,

K11 - funkéni a kybernetickd bezpecnost,

K12 - modelovani procesu rizeni vyroby,

K13 - integrace clovéka,

K14 - demonstrator AAS,

K15 - digitalni dvojce,

K16 - AAS a MES.

45



C.| Kl | K2 |K3|K4| K5 |K8|K9|Ki0 | K11 | K12 | K13 | K14 | K15 | K16
1 X X X

2 X X X X

3 X X X

4 X X

5) X | X X

6 X

7 X
8 X X X X X

9 | x X X

10 X X

11 X X

12 X X

13 X

Tab. 2.1: Zarazeni publikaci do kategorii védeckych ¢lanku tykajicich se AAS

2.1 Zavedeni Primyslu 4.0 do diskrétni vyroby:

moznosti a uskali

V publikaci [AZBMKBI18] jsou prezentovany myslenky konceptu Primysl 4.0 s ohle-
dem na tehdejsi stav poznani. Dale jsou prezentovany aplikace a moznosti zavedeni
zminénych technologii do primyslové vyroby, resp. diskrétni vyroby. Mezi hlavni
prinosy publikace pat¥i popis a zasazeni vyjednavaciho algoritmu do sféry rizeni vy-
robniho procesu. Tento algoritmus se sestava ze stavového automatu pro tucastnika
typu sluzba a ucastnika typu klient. Analyzou stavovych automatu a jejich vzajemné
interakce v aplikaci pramyslové vyroby vyvstaly rizné problémy a otazky, které je
jesté potreba vytesit.

Publikace byla vytvorena v ramci mezinarodniho projektu RACAS, ktery se
vénoval integraci AAS do prumyslové vyroby. Jedna se o mé prvni dilo v oblasti,
pricemz v tehdejsi dobé vyvstanula myslenka pouzit AAS i jako prvek podilejic
se aktivné na tizeni vyroby i na trovni stroji a produkt ve vyrobni lince. Spolu
s némeckymi kolegy, ktefi se aktivné podileli na tvorbé standardu v rdmci organizace
VDI/VDE jsme hledali moznosti uplatnéni AAS i na této Grovni Fizeni s ndslednou

snahou o formalizaci algoritmii v podobé stavovych automatii.
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2.2 AAS pro operatora v ramci konceptu Primysl
4.0

Publikace [MZABVBDSBI1S§| popisuje systém chytrého odévu, ktery snima velic¢iny
v okoli ¢loveka a poskytuje je ve standardizovaném formatu AAS. V tomto systému
byla implementace AAS provedena pomoci technologie OPC UA, na kterou byly na-
mapovany potrebné ¢asti informacniho modelu AAS. Role vytvoreného prvku byla
pojata jako HMI, tedy bylo umoznéno pouze ¢teni namérenych informaci. Pomoci
technologie node-red byly data zpracovavany do formatu, ktery je vhodny pro vizu-
alizaci.

AAS tedy lze pouzit i v roli rozhrani pro operatora (HMI) v rdmci fidiciho
na informac¢ni model OPC UA. Tyto informac¢ni modely maji podobné zdklady, ale
existuje mnoho dil¢ich problémi, které zabranuji k jejich sjednoceni. V soucasné
dobé se tyto problémy fesi v rdmci evropské standardizacni skupiny OPC UA for
AAS. Sjednocenim téchto informacnich modelt by doslo ke standardizaci podpory

technologie OPC UA pro implementaci reaktivniho AAS.

2.3 Testbed Primyslu 4.0: principy a navrh

Publikace [KBBAI§| prezentuje navrh a principy testbedu implementujiciho decen-
tralizované tizeni vyrobniho procesu kombinujiciho davkovou a diskrétni vyrobu.
Testbed je tvoren vyrobnimi bunkami: sklad nadob, sklad surovin, generator stla-
¢eného plynu, micha¢, manipulator, aj. Kazda vyrobni bunka obsahuje PLC spolu
s HMI a chova se autonomné. Buiitky mohou byt povelovany nadfazenym systémem.
Zpocatku komunikace s jednotlivymi bunkami probihala pomoci protokolu S7, ale
jiz od pocatku bylo v planu prejit na technologii OPC UA. Oziveni testbedu pro-
béhlo pomoci vytvoreného MES systému podle standardu MOM definovany normou
ISA-95, avsak tucelem celého zafizeni je implementovat do kazdé vyrobni bunku AAS
s funkci fizeni vyroby. Kazdy novy produkt by si tedy pomoci svého AAS tidil vyrobu
sam dle svého vnitiniho predpisu a vyjednaval by si zajisténi vyrobnich operaci.
Tento testbed byl navrzen a realizovan na Ustavu automatizace a méFici tech-
niky Fakulty elektrotechniky a komunikac¢nich technologii, VUT v Brné. Na tvorbé
se podileli jak zaméstnanci, tak studenti formou svych zavérecnych praci. Vzniklo tak
zafizeni, do kterého je mozné implementovat jakékoliv Tizeni na bazi PLC, pricemz
jednotlivé vyrobni bunky jsou oddélitelné od zbytku systému a rekonfigurovatelné
na jiné misto na pracovni plose. V pripadé pritomnosti vice bunék stejného typu

je tedy mozné demonstrovat fizeni na bazi AAS, kdy dojde k dynamickému prepla-
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novani za vzniku simulované poruchy. Implementace AAS primo do PLC jesté neni
standardizovana, avsak existuji néjaké pristupy a pokusy. Dalsi moznosti je vyuzit
technologii OPC UA, ale ta je vétsinou v PLC zafizenich omezena a nedisponuje

vsemi funkcemi jako standardni verze.

2.4 Komunikac¢ni systémy pro Primysl 4.0 a IToT

Publikace [ZMBABV1§| rozebird moznosti pouziti TSN komunikaci ve spojitosti
s 14.0 komponentou. Zejména se zameéruje na technologii OPC UA jako jednoho
z vhodnych kandidati. Pouziti komunikac¢ni technologie ovliviiuje vlastnosti komu-
nikace, zejména pri procesu vyjednavani je zadouci nizkd latence mnoha odpovéedi.
Spise nez rychlost komunikace patii mezi pozadované vlastnosti véasnost, determi-
nismus, robustnost a implementovatelnost. TSN komunikac¢ni standard je vyvijen
na miru téchto pozadavki, pricemz napr. pro Ethernet se jedna o standard IEEE
802.1AS vyuzivajici protokol PTP. Je nutné avsak soucasné real-time komunikace
tomuto standardu vice priblizit.

V dobé, kdy se uvazovalo o OPC UA jako o horkém kandidatovi na implemen-
taci AAS, také vznikaly nazory na pouziti TSN komunikacnich technologii, zejména
pro tizeni vyroby na nizsi drovni. Heterogenni architektury téchto komunikac¢nich
technologii ovsem neumoznuji jejich bezproblémovou integraci. AAS by tedy bylo
provozovano v néjakém béhovém prostiedi, pricemz komunikace smérem nahoru
a mezi ucastniky by byla zajisténa technologii OPC UA. Na druhé strané smérem
k zafizenim vyroby a k prostfedkiim by probihala pomoci TSN komunikace. Také
casové kritcké déje, napt. kooperace PLC a CNC kontroléru (kooperaci mezi mani-

puldtorem a vyrobni buitkou) musi byt real-time v pripadé fizeni na lokalni Grovni.

2.5 Nové pristupy integrace chytrého odévu v sou-

ladu s Primysl 4.0

Clanek [MABZDDSBKBI9] piedstavuje topologie systému pro sbér dat ze senzort
chytrého odévu - odév opatien senzory méricimi okoli ¢lovéka - kvalita ovzdusi,
teplota, orientace v prostoru, aj. Tyto senzory zasSité do odévu mohou komunikovat
kazdy zvlast s koncentratorem dat ve stylu IoT. Dalsim prinosem publikace ale je
navrh AAS pro zapouzdreni komunikace s témito senzory s naslednou prezentaci
dalsim ucastnikiim komunikacni siti.

AAS lze pouzit jako zastiesujici obalku i pro data koncentrator, ktery sbira
data lokélné ze senzori. Vyhoda je, Ze senzory lze i konfigurovat pomoci volani

metod ¢i nastaveni vlastnosti v informacnim modelu. V pripadé, ze nejsou kladeny
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velké real-time naroky, lze pro komunikaci s prostredky vyuzit i lokalni bezdratovou
komunikac¢ni technologii, jako je ZigBee postavenou na standardu IEEE 802.15.4
nebo Bluetooth. AAS chytrého odévu miize vystupovat v prostredi autonomné, pri-

padné muze byt soucasti AAS operatora.

2.6 TSN jako komunikac¢ni technologie budouc-

nosti v souladu s Primysl 4.0

Publikace [ZMBABI19] pojednéva o vhodnosti soucasného trendu skupiny IEEE
802.1, resp. nového vyvoje vedouciho k souladu TSN s definici komunikace v po-
jeti Pramyslu 4.0. Neékteré standardizované protokoly jsou jiz vhodné pro real-time
komunikace, jako je Profinet IRT, EtherCAT nebo Powerlink, avsak kazda z téchto
technologii pouziva jinou metodu k zajisténi vcéasnosti a determinismu v ¢asové ob-
lasti. Mezi hlavni komponenty standardu TSN se fadi ¢asova synchronizace, fizeni
datového toku a vybér komunikacnich cest.

Standard TSN je spojovan s pozici komunikacniho standardu pro casové kritické
systémy. Objevuji se i nazory, ze by AAS mélo podporovat tento standard nejen
jako komunikaci s prostfedkem, resp. skupinou prostiedkii, ale i smérem nahoru,
tedy mezi 14.0 komponentami. Jednd se napiiklad o situaci spojeni CNC stroje
se strojem tizenym pomoci PLC. Pokud by se AAS pouzivalo i na fizeni téchto vza-
jemné komunikujicich stroji, musi komunikaci TSN podporovat. Tohle pojeti ovSem
také implikuje pozadavek na béh samotného AAS, ktery musi byt deterministicky

a spliiovat ¢asové pozadavky (vCasnost).

2.7 Digitalni dvojce a AAS v pojeti Primysl 4.0

Publikace [MBZAB19] prezentuje koncept digitalniho dvojcete a diskutuje poza-
davky na jeho implementaci. Jedinou soucasnou implementaci digitalnitho dvojcete
je AAS, které modeluje jednotlivé aspekty prostredku ve vice doménéch.

AAS pomoci modelovych struktur dokaze zaznamenat jednotlivé aspekty pro-
stredku. Diky standardu AAS je mozné namodelovat témér jakoukoliv funkei, aspekt
¢i chovani, pricemz je ale nutné spojit jednotlivé proménné s vyznamem pomoci
dostupnych slovnikii. Omezeni pti modelovani tedy spise prameni z nedostupnosti

prvku ve slovniku.
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2.8 Automaticky navrh a implementace AAS jako
komponenty vyroby dle Primysl 4.0

Clanek [ABMBSBWBKZDD21] se zabyva navrhem a implementaci AAS z pohledu
aktivniho ucastnika pti fizeni vyroby. Z hlediska ndvrhu AAS pro konkrétni pro-
stfedek 1ze pouzit dostupného software pro vytvoreni jednotlivych modelt, coz je
zdlouhavé a neefektivni obzvlasté v pripadé pouziti podobnych vzort. Vyvinuta
webova aplikace umoznuje spravu a automatizaci tohoto procesu.

V ramci této prace byl dale vytvoren demonstrator Combed, ktery simuluje
vyrobni linku obsahujici vice stejnych zarizeni. Tato linka je fizenda pomoci AAS.
Pri rizeni se hlavné uplatnuje proaktivni ¢ast AAS, resp. vyjednavaci komponenta,
kterd zajistuje dynamické parovani vyrabéného produktu ke stroji pomoci vyjedna-
vaciho algoritmu. Simulace vyrobni linky byla vytvorena v prosttedi ABB Robot
Studio a bylo vytvoreno spojeni mezi virtualnim strojem a AAS, které bézelo mimo
toto prostiedi. Virtualni scéna byla vytvorena tak, aby umoznila simulovat poruchy
stroji.

Dalsi casti byla simulace vyrobni linky s vice stroji stejného typu modelovana po-
moci matematického nastroje - systém diskrétnich udélosti. Pomoci tohoto nastroje
lze definovat vyrobni ¢as a poruchy pravdépodobnostnim rozlozenim. Simulace defi-
novanych scénart ukazuje pravdépodobny c¢as provedeni vyroby definovaného poctu
vyrobkt i za pritomnosti poruch stroju.

O vyhodach a nevyhodéach nasazeni technologie AAS se v soucasné dobé vedou
diskuze a jsou predmétem zkoumani. Automatizovany nastroj pro navrh a implemen-
taci prispiva k efektivnimu nasazeni. Modelovanim vyroby a provedenim simulaci
lze analyzovat vlastnosti dynamického distribuovaného tizeni vyroby i za pritom-
nosti poruch a srovnat vysledky s béhem tradi¢niho planovani. Problémem také
je vytvoreni metriky, ktera by tyto situace vyhodnotila. Nabizi se pouzit rozsiteny
prumyslovy indikator OEE (definovany standardem ISO 22400), jehoz vy¢isleni je
ale v distribuovaném zptisobu tizeni vyroby problematické, protoze zdrojova data

pro vycisleni nejsou uplna na jednom misté.

2.9 Prezkoumani role MES v Primysl 4.0

Publikace [KBAMZJV22| analyzuje roli MES v prumyslovém fidicim systému podle
Primysl 4.0. V novém konceptu uz MES nema centralni tlohu a roli orchestratora
vyroby, ale jeho tloha se z hlediska tizeni vyroby redukovala hlavné na zavedeni
produktu do vyroby, monitorovani a vyhodnoceni statistik. Rizeni a pldnovani se

distribuovalo na jednotlivé icastniky zastresenymi AAS komponentami. Jsou tedy
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uvedené metamodely umoznujici implementaci vyjednavacich algoritmti do AAS
pro ucastniky typu produkt a sluzba. Tyto metamodely vychéazeji z generického
modelu MOM podle ISA-95.

V soucasné dobé existuje standard vyjednavaciho mechanismu decentralizova-
ného tizeni vyroby pomoci AAS, avsak jedna se pouze o zékladni algoritmus, ktery
selhava v urcitych situacich, jako je prioritizace produktu a dynamické preplanovani
vyrobnich front. Vytvoreni standardu je zdlouhavy a komplexni proces, pricemz
existuje mnoho navrhi a pristupii. Prenos ¢éasti ze standardu ISA-95 by mohl byt

vhodny k urychleni standardiza¢niho procesu.

2.10 Nazorny vyrobni systém rizeny pomoci AAS

Publikace [CA22] ukazuje simulaci vyrobniho systému, ktera je fizena pomoci MES
prostrednictvim AAS. Jedna se o koncept, kdy vyrobni proces jako celek je zapouz-
dren pomoci AAS, které interaguje s MES systémem, resp. jeho AAS.

V pripadé, Ze tvorba jednotlivych AAS k tucastnikiim systému fizeni vyroby
je prilis nevyhodné z hlediska zdroji, je mozné pouzit AAS pro zapouzdieni celého
vyrobniho procesu. AAS tedy neplni funkci distribuovaného planovani, ale pouze za-
pouzdruje vyrobni proces, a tim vytvari standardni rozhrani. Tato publikace vznikla

z vedené bakalarské prace a byla prezentovana na mezinarodni konferenci.

2.11 AAS - optimalizace spotreby energie vyrob-

niho procesu

Publikace [BKSADHMB22] diskutuje moznost optimalizace vyrobniho procesu fize-
ného pomoci AAS distribuovanym zptisobem. V procesu vyjednavani poptava pro-
dukt operaci po sluzbach, které odpovidaji svou nabidkou v podobé ceny. Prave
vypocet nabizené ceny muze zahrnout rizné aspekty (napf. vyména néstroje, re-
konfigurace stroje, aj.), které zmensuji efektivitu procesu vyroby. S optimalizaci
procesu vyroby se miize optimalizovat spotfebovana energie.

Proces vyjednavani, které je zajisténo aktivni ¢asti AAS, zahrnuje vypocet ceny,
coz predstavuje ¢islo, které ohodnocuje poptavanou vyrobni operaci. Vypocet ohod-
noceni neni v soucasné dobé standardizovany a miuze zahrnovat rizné aspekty. Po-
kud zapocitame veskerou energii vynalozenou na poptavanou operaci v zavislosti na
stavu stroje, miize distribuovany ridici proces planovat optimélné vzhledem ke spo-
tfebované energii. Do procesu ohodnoceni vstupuje i mnoho dalsich parametri, jako

je napr. priorita, takze ve vysledku mize byt vliv energetické optimalizace potlacen.
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2.12 Experimentalni produkc¢ni linka schopna de-

monstrovat principy konceptu Primysl 4.0

Publikace [MJVZBKA22] popisuje testovaci vyrobni linku CP-Factory vyrobenou
spolecnosti Festo, ktera se sestdva ze samostatnych vyrobnich jednotek (stroji) a ma-
nipulatoru (mobilni robot), ktery umi prevazet produkty mezi témito vyrobnimi jed-
notkami. V soucasné dobé komunikace probihd pomoci technologii RFID (mezi vy-
robkem a strojem) a TCP mezi stroji, resp. mezi strojem a MES systémem. Vyrobni
linka ma omezené moznosti co se tyce komunikace - systémy v zdkladni varianté
umoznuji pouze zakladni povely zajistujici chod linky. Kazdy stroj je fizen pomoci
PLC, jehoz software lze upravit.

V pripadé provedeni tiprav software pro PLC a obsluznych software bude mozné
ke kazdému stroji pridruzit AAS a testovat chovani linky v ptripadé implementace
distribuovaného tizeni. Dalsi moznost implementace AAS spociva v zastieseni celého
vyrobniho systému a propojeni s dalsimi vyrobnimi nebo dodavatelskymi procesy
v ramci horizontalni integrace, ¢imz by se dodavatelsky fetézec propojil a vznikl
automaticky proces.

2.13 Myslenky konceptu Primysl 4.0: Sedm let
poté

Publikace [ZJVMBEKAB22]| srovnava puvodni myslenky konceptu Primysl 4.0 a sou-
casny stav vyvoje v oblasti prumyslové automatizace. Diskutovany jsou architektury
a metody pro technologie [IoT, TSN, OPC UA a hlavné AAS. V soucasné dobé brzdi
nasazeni procesu dle konceptu Primysl 4.0 hlavné: mala troven digitalizace pod-
nikt, nedostatend nebo netplnd standardizace technologii, slabd podpora AI/ML
algoritmi a nedostatecné zabezpeceni (kyberneticka a funkéni bezpecnost).

Po dobé turbolentniho zkouméani a testovani technologii vhodnych pro tvorbu
chytrych tovaren se ustélily nékteré nazory na vhodné technologie, jako jsou OPC UA,
TSN a zejména AAS, které se bere jako komplexni implementace digitalniho dvoj-
cete. Dalsi dilezitou technologii, ktera se dnes hojné vyuziva je 3D virtualizace stroje
/ linky, coz umoznuje vyresit mnoho chyb uz ve fazi ndvrhu ramci zivotniho cyklu

stroje / produktu.
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3 ZAVER

AAS je jedou z ustfednich technologii konceptu Priimysl 4.0, resp. chytré tovarny
a povazuje se za implementaci digitalniho dvojcete. Navrh a implementace AAS neni
v soucasné dobé ustalena oblast a skytd mnoho nevyresenych otazek. Tato prace
je podana formou souboru vybranych publikaci relevantnich k tématu, které maji

za cil obsvétlit nékteré problémy, prinést navrhy reseni a zaznamenat dil¢i technicka

i vyzkumnd feseni.

3.1 Soucasné poznani

Koncept Primysl 4.0 vyrazné zasahuje do oblasti fizeni vyrobniho procesu a auto-
matizace. Diky tomuto trendu a tlaku vladnich slozek se ve vyrobnich podnicich vice
nasazuji moderni technologie umoznujici digitalizaci vyroby a prechod ke konceptu
tzv. chytré tovarny. Technologie pro digitalizaci, virtualizaci a AI/ML jsou dnes jiz
hojné vyuzivany, coz se ukazalo jako prinos pro optimalizaci vyroby z hlediska efek-
tivity, logistiky a spotfeby energie. Implementace celého konceptu avsak v soucasné
dobé jesté neni iplna hlavné z diivodu standardizace a limit jednotlivych technolo-
gii. Mezi hlavni technologie, které se aktualné vyvijeji se snahou o masivni nasazeni,
patti AAS, coz je virtudlni obalka jakéhokoliv vlastnéného prosttedku vyrobniho
podniku.

AAS se pouziva pro zapouzdreni prostiedku a tvorbé jeho rozhrani pro interakci
s okolnim prosttedim. Pasivni ¢ast poskytuje informacéni model umoznujici uchovavat
a prezentovat informace ve strukturované podobé. Pomoci modeli je mozné zazna-
menat jednotlivé aspekty prostredku a prezentovat je ve formeé informaci. Za tcelem
standardizovani formy téchto informaci je nutné pouzivat definované pojmy z glo-
balnich slovnikt jako je eclass nebo CDC.

Pro nasazeni AAS se jiz ustavilo pouziti jednotlivych technologii, jako je OPC UA
pro implementaci pasivni ¢asti AAS a pro komunikaci mezi AAS a ostatnimi ucast-
niky. Déle je to REST API pro interakci AAS a ticastnikl na stejné tirovni nebo real-
time komunikacni technologie podle standardu TSN pro interakci s prostredky a vy-
robnimi zafizenimi. AAS se také povazuje za jedinou komplexni implementaci digi-
talniho dvojcete, které je zdkladem kyber-fyzikalniho systému. AAS spolu se svym
prostfedkem tvori tzv. [4.0 komponentu, jakozto zakladni prvek tzv. chytré tovarny.

Jednim z v praxi dosud nedostateéné docenénych a aplikovanych piliii je decent-
ralizace, ktera predstavuje potencial pro revolu¢ni zménu v oblasti fizeni a planovani
vyroby. Je to pravé decentralizace, ktera umoznuje dynamicky resit nahodilé poru-

chy ve vyrobé. Decentralizace také prenasi urcitou cast fizeni vyroby na lokdlni
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uroven tvorenou ucastniky, jako je vyrobni linka. Ackoliv jsou vyjednavaci algo-
ritmy puvodné urceny na interakci mezi vyrobnimi linkami / podniky, uvazuje se
i o implementaci primo uvnitt vyrobni linky, kde si vyjednavani vyrobnich operaci

poptava primo samotny produkt nebo vyrobni davka.

3.2 Aktualni problémy

V disledku transformace myslenek konceptu Primysl 4.0 do primyslové praxe ply-
nou ruzné obtize a problémy, které se nejcastéji poji s procesem tvorby definic,
standard a také s implementaci jednotlivych technologii. Pouzité technologie musi
splnovat fadu pozadavki, které jdou mnohdy proti sobé. Tento problém prameni
z faktu, ze se jednotlivé technologie uz dlouhou dobu v praxi pouzivaji a byly vyvi-
nuty diive, nez vznikly pozadavky a standardy na technologie zapadajici do konceptu
Pramysl 4.0. Otazkou je, zda tyto technologie za novych okolnosti pouzivat, zda je
modifikovat nebo zda definovat a vytvorit technologie nové. Prikladem mohou byt
real-time komunikace (Profinet IRT, EtherCAT, Powerlink) pouzivané na tdrovni
bezprostiedniho tizeni, ktery by meély spliovat standard TSN komunikaci.

Mezi hlavni problémy brzdici nasazovani AAS do praxe patii netplnd standardi-
zace. Nékteré ¢asti AAS (pasivni ¢ast a interakce) jiz standardizovany jsou, ovSem
napt. aktivni cast AAS, sémantika 14.0 komunikace a bezpecnost AAS jesté stan-
dardizovany nejsou. Firmy a systémovi integratori tak zatim mohou implemento-
vat architekturu a jednotlivé technologie podle svého vykladu. Tvorba standardi
je ulohou pracovnich standardizac¢nich skupin skldadajicich se z predstavitelt firem,
vyzkumnych a jinych organizacich. Vytvoreni dokumentu se standardem je ovSem
dlouhy a komplexni proces, ktery musi zohlednit jak jiz existujici standardy, tak
realizaci novych myslenek.

Mezi dalsi technicka uskali nasazeni AAS do praxe lze radit slabou digitalizaci fi-
rem, které casto nedisponuji potfebnym vybavenim vypocetni techniky a potiebnou
infrastrukturou. V soucasné dobé lze AAS provozovat v plné komplexité pouze po-
moci serverové infrastruktury, jako napt. firma Festo. Pro implementaci AAS piimo
do PLC stroje tedy casto chybi vypocetni vykon resp. omezené technické vybaveni,
které musi implementovat vyrobci téchto zatrizeni. Pro decentralizaci fizeni vyroby
se casto musi volit kompromisni feseni mezi mirou implementace a dostupnym vy-
konem danych zafizeni véetné komunikacni sité. Také implementace vyjednavaciho
algoritmu skyta problémy v podobé nedefinované reakce na specidlni situace a li-
mity komunikac¢nich prostredkit, které musi zvladnout zvyseny provoz pramenici
z distribuce aktivnich ucastniki.

Dalsi problémy nasazovani AAS prameni z neuplného védeckého vyzkumu. Jedna
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se napt. o kalkulaci ceny za sluzbu v procesu vyjednavani vyrobnich operaci (na
urovni vyrobnich podnikt se cena stanovi jako cena produktu), kdy je potfeba zo-
hlednit energetickou optimalizaci, redukovat prostoje, dynamicky zohlednovat pri-
ority vyroby produktl, redukovat opotiebeni stroji, aj. Dynamické planovani de-
centralizovaného systému je z vétsi ¢asti probadana oblast, avsak je zde prostor pro
dalsi vyzkum a vyvoj algoritmti, které budou deterministické, formalni a nebudou
obsahovat nebezpecné situace, jako je deadlock nebo livelock.

Diilezitym aspektem provozu IT a OT prostredkt je kybernetickda bezpecnost.
Vyrobci komponent tedy musi reagovat na soucasné standardy, zejména u prostiedkii
primyslové automatizace. Na druhé strané je snaha o harmonizaci souc¢asnych stan-
dardt s technologii AAS.

3.3 Prinosy v oblasti

Hlavni pfinosy v oblasti navrhu a implementace AAS do priumyslové vyroby jsou
zaznamenany v priloZzenych publikacich. V téchto publikacich jsou diskutovany pro-
blémy implementace AAS a relevantnich technologii do fidictho systému primyslové
vyroby a navrh na jejich feseni. Jsou zde demonstrovany principy konceptu Priimysl
4.0 se zamérenim na digitalizaci, komunikaci a AAS. Mezi navrhy feseni védeckych
problému lze zaclenit navrh architektury aktivni ¢asti AAS umoznujici orchestraci
vyroby pomoci standardniho pristupu definovaného v ISA-95. O konecné definici
ovsem rozhodne az budouci standard.

Jednim z hlavnich zdroji pfinost byla aktivni spoluprace na evropském pro-
jektu RACAS, ktery se zabyval implementaci AAS do fizeni vyrobni linky a dalsimi
aspekty nasazeni AAS, jako je tvorba informac¢niho modelu a mapovani na tech-
nologii OPC UA. Dalsim zdrojem je podil na vyvoji a vyrobé testbedu obsahujici
vyrobni bunky, na kterém je mozné demonstrovat decentralizované fizeni. Soucasné
fizeni zatim obsahuje centralni vyjednavaci algoritmus, ktery je nachystan na de-
centralizaci do jednotlivych vyrobnich bunék. Dalsi redlné aplikace pouzivaji AAS
v riznych architekturach, a to jako informacni obalku pro stroj / vyrobek nebo jako
obélku pro celou vyrobni linku.

Mezi relevantni realizované technické vysledky patii webova aplikace (Wizard)
pro navrh a vytvoreni AAS s moznosti pouziti Sablon. Tato aplikace je schopné
vytvorit pasivni ¢dst AAS. Dalsim vysledkem je virtudlni demonstrator (Combed)
obsahujici vyrobni linku s redundantnimi stroji, které jsou napojeny pomoci vytvo-
reného rozhrani na AAS a je mozné ji pomoci téchto AAS ridit. Namodelovanim
procesu Tizeni vyrobni linky pomoci vyjednavaciho algoritmu vznikl demonstrator,

ktery umoznuje simulovat chod vyrobniho procesu ve zkraceném case, pricemz vy-
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robni ¢as stroji a poruch je modelovan pomoci pravdépodobnostniho rozlozeni.

3.4 Zhodnoceni

Zaveérem lze Tici, ze tato prace prinesla zhodnoceni soucasného stavu problematiky
aplikace technologii dle konceptu Primysl 4.0 se zamérenim na AAS. Také prinesla
diléi technicka i vyzkumna feSeni na nékteré problémy, které v oblasti priumyslové
automatizace zabranuji redlnému nasazeni ve firmach. Navzdory tomu se podarilo
navrhnout a implementovat diléi aplikace a demonstratory, které ukazuji pouziti
AAS z riznych aspektt a také proces jeho nasazeni. Ackoliv proces standardizace
brzdi sirokému nasazeni, je uz dnes mozné alespon ukazat vyhody technologie pra-
menici z jednotného popisu a pristupu, kterému bude kazdy rozumét, takze bude

mozné lépe integrovat a propojovat jednotliva zatizeni a vyrobni linky.
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SEZNAM SYMBOLU, VELICIN A ZKRATEK

[4.0 Prtamysl 4.0 — Industry 4.0
AAS administra¢ni obalka komponenty — Asset Administration Shell
TSN casové kritické komunikace — Time Sensitive Networks

RAMI referenc¢ni architektura Primyslu 4.0 — Reference Architectural Model
Industrie 4.0

OWL ontologicky znackovaci jazyk — Ontology Web Language

RDF systém popisu zdroji — Resource Description Framework

URI jednotny identifikdtor zdroje — Uniform Resource Identificator

URL jednotny lokator zdroje — Uniform Resource Locator

IRDI mezinarodni identifikator zdroje — Internationalized Resource Identifier
GUID globalné unikatni identifikdtor — Globally Unique Identifier

XML obecny znackovaci jazyk — Extensible Markup Language

XSD definice schéma XML — XML Schema Definition

JSON JavaScriptovy objektovy zapis — JavaScript Object Notation
AASX format souboru balicku AAS — package file format for AAS

PLC programovatelny logicky automat — Programmable Logic Controller
PPR model vyrobek-proces-prostiedek — Product-Process-Resource

OPC UA univerzalni komunikacni prostfedek na bazi OPC — OPC Unified

Architecture
TLS zabezpeceni na transportni vrstvé — Transport Layer Security
REST reprezentacni prostiedek na bazi HT'TP — Representational State Transfer
API aplika¢ni rozhrani aplikace — Application Programming Interface
MQTT komunikacni protokol na bazi TCP — MQ Telemetry Transport

HTTPS internetovy zabezpeceny protokol — Hypertext Transfer Protocol Secure
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IEC Mezinarodni elektrotechnicka komise — International Electrotechnical

Commission
AML jazyk AutomationML — AutomationML
CDD Globalni slovnik vlastnosti — Common Data Dictionary
SOA Architektura zamérena na sluzby — Service-Oriented Architecture
ROA Prtistup zameéreny na prostredky — Resource-Oriented Approach
HMI Rozhrani ¢lovék-stroj — Human—Machine Interface
PTP Protokol presného casu — Precision Time Protocol
CNC Cislicové Fizeny stroj — Computer Numeric Control
OEE Indikator efektivity vyroby — Overall Equipment Effectiveness
[oT Internet véci — Internet of Things
[ToT Internet véci v prumyslu — Industrial Internet of Things
MES Systém fizeni vyroby — Manufacturing Execution System

MOM Standard pro systém rizeni vyroby — Manufacturing Operations

Management
TCP Internetovy spojovany protokol — Transmission Control Protocol
RFID Identifikace pomoci radia — Radio-Frequency Identification
Al Uméla inteligence — Artificial Intelligence
ML Strojové uceni — Machine Learning
HTTP Internetovy protokol — Hypertext Transfer Protocol
MAS Multiagentni systémy — Multi-agent System
FCP Architektura lokalnich vypocetnich jednotek — Fog Computing Platform
OT Operacni technologie — Operational Technology

MDA metodika systémového navrhu softfare dle modelu — Model Driven

Architecture

MTL metricka temporalni logika — Metric Temporal Logic
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UML modelovaci jazyk — Unified Modeling Language
TRL turoven pripravenosti technologie — Technology Readiness Level
FMS strojova vyroba — Flexible Manufacturing System

FSM konecny stavovy automat — Finite State Machine
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Abstract: The Industry 4.0 concept embodies a topic widely discussed during specialized
meetings and tutorials. Originally, this approach was interpreted as an attempt to shift industrial
processes towards establishing the fully digitized smart factory; at present, however, it already
exerts an influence on many other fields and disciplines. In this article, the concept is described
from the perspective of discrete manufacturing. The implementation possibilities are outlined,
with options such as the Asset Administrative Shell or Consumer-Provider model introduced
in greater detail. We also mention some drawbacks to implementing job shop scheduling as
provided by the latter option; these disadvantages include, for instance, the deadlock situation.
Some methods to solve the problem are demonstrated to facilitate well-balanced presentation.
A job shop scheduling algorithm using the AAS is also addressed, and a new evaluation function

is proposed.
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1. INTRODUCTION

The challenges and needs in discrete manufacturing is very
influenced by the concept of German Industry 4.0. As
development and production goes further and higher, some
strategies and ideas are possible and accessible. Although
it has industry in name, this concept involves all parts of
society because new technologies are researched and the
job market is changing. Essentially, it brings new ideas and
strategies together. The integral part of it is science and
engineering therefore electrical, mechanical, and software
engineering are crucial.

Recently, there are many articles about this concept, e.g.
[Zezulka et al. (2016)] or [Marcon et al. (2017)]. Lets repeat
only the integral areas of the concept 14.0 (see Fig. 1):

e IIoT and CPS - The concept of Industrial Internet
of Things comes from using IoT technology in indus-
trial area. The Cyber-Physical System integrates the
hardware part with its computational capabilities re-
ferring to its configuration, identification, simulation,
energy consumption, and other properties defining
the system. The interconnection of CPSs is one of
the key concepts of Industry 4.0.

e Additive manufacturing - It brings new paradigm of
the product manufacturing. Although there are many
problems, this area is very promising.

e Big data - The collecting of data, which amount is
needed to be higher than before, is tricky. Especially,

when the connection is not the best like wireless
transferring that is demanded more and more. Here
are often used methods for high data rate collection
and then artificial intelligence can process these data
or the data are saved into a database.

e Artificial intelligence - It comes where data are col-
lected. Using the right algorithm is the crucial part
of effective decision making. Also predictive mainte-
nance is demanded as the production is perceived as
the function of time.

e Robots - The increasing development and use of col-
laborative robots (cobots) ensures safe cooperation
with humans. Robots perform routine operations.
There are ways how to include human in manufac-
turing only to make though operational decisions.

e Virtual reality - Virtual reality might be used for
simulation and modelling. The promising area is also
the augmented reality where the reality and virtual
reality is combined together.

e Business - Business is also impacted and some new
business models has to be created. There is also
a way to use Industry 4.0 concept and automatize
procedures using standards.

This article comes out of the project that tries to imple-
ment some new features using concept Industry 4.0 to mid-
range companies for discrete manufacturing. This type of
company has usually several types of machines mostly
based on CNC (Computer Numeric Control). They usually

2405-8963 © 2018, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
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Fig. 1. The integral ares of 14.0 [LeapAustralia (2017)]

have ERP (Enterprise Resource Planning) and some of
them have also MES (Manufacturing Execution System).
The organization of the machines is line or standalone
machines guaranteeing specific operations. The production
is batch type with the finite count of products.

The improvement of this type of production lies in dig-
itization of the production. This usually means to make
a connection between ERP and machines using MES and
data concentrators to collect manufacturing data about
machines like idle/run/fault state and about products like
count or traceability. This area is widely exploited and
the problem lies only on finding a compromise between
complexity and price. This area is therefore out of the
scope of this article.

The second way how to transform the discrete manufac-
turing towards smart factory is being researched and some
mechanisms, interactions, and standards are not known at
present. The concept of Industry 4.0 interfere with all parts
of the company, from the business through administration
and management down to the machines on the shop floor.
As this area is being defined at present, there could not be
mentioned all innovative parts.

2. IMPLEMENTATION POSSIBILITIES

This chapter presents some defined innovation for the
discrete manufacturing in terms of Industry 4.0. These
innovations try to solve current manufacturing industry
challenges like shortening of the product cycles, increasing
product diversity systematically, cost reduction, quality
improvement, resource efficiency, and customer service
improvement.

2.1 OPC UA

OPC UA (Open Platform Communication Unified Ar-
chitecture) is already settled approach to exchange data
among plant components. It is based on service-oriented
communication model (SOA) in accordance to the I4-
concept. The server part contains informational models
to provide an object-oriented way for data operation. The
object can be in form of variable, method, and other. The
server also supports push notifications called subscriptions.

So the communication with a server can be event-based
instead of polling-type. The specification of OPC UA (see
Fig. 2) is multi-part and consists of security model, ad-
dress space model, servies, information model, mappings,
profiles, data access, alarms and conditions, programs,
historical access, discovery, and aggregates.

Vendor specific extensions

Specifications of Information Models
of other organisations

DA AC HA Prog

OPC UA Base

Fig. 2. OPC UA specification [Bangemann et al. (2016)]

The research in this area lies on optimization of TSN
(Time-Sensitive Network) that are industrial communica-
tion network mostly based on IEEE 802.3 standard. This
network has to be deterministic and as fast as possible.
Moreover, the reliability needs to be standardized. The
real-time ethernet protocol are also standardized but the
need to be modified to support real-time OPC UA trans-
actions for the edge cloud communication on shop floor.

2.2 Industrial CPS

CPS (Cyber-Physical System) is one of the key concept
of I4 that is generally a group of hardware, software, and
interactions of a functional part. Industrial CPS should
cover industrial components like axis, machines, or even
MES parts. The concept is based on standardised inter-
actions among ICPS and their internal integrity. CPS is
the integration of software, e.g. electronic in hardware,
which is mostly an embedded device enhanced some com-
munication features. As the I4-concept this system is in
accordance to vertical integration of RAMI (Reference Ar-
chitectural Model Industrie 4.0) model and is implemented
as the Ij-component.

The Ij-component contains asset that may be device, ma-
chine, software module, or other software resource. The as-
set is represented virtually by AAS (Asset Administration
Shell). AAS is based on OPC UA and provides structured
data (submodels) in form of properties and methods. The
data are grouped to containers. There are already some
containers standardized (see Fig. 3).

The AAS submodel might also describe a digital twin of
an asset. The digital twin concept demonstrates the inter-
action of the real asset with a digital simulation model.
This model was a detailed virtual copy of all parts in the
mockup of the industrial component, including material
flow. The interaction of the manufacturing facilities and
the simulation model may bring new insight into the dy-
namics of the production process.
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Fig. 3. Standardized content of the Administration Shell
[Plattform Industrie 4.0 (2016)]

2.8 Product life-cycle

The product life-cycle is the way how to store system-
atically product information over all phases of the pro-
duction. There are many possibilities how to trace all
data. I4-concept suggests use of PLM (Product Life-cycle
Management) that is the specialized software cooperating
with ERP and MES. On the other hand, we think that the
most promising is the concept of the Administrative Shell
that creates submodels from data and provides access in
the structured way. The product data is ideally collected
from the product planning to the end of using with em-
phasis on its standardization. This collection might be
then used to production optimization, product quality, and
cost reduction using the machine learning algorithms (see
Fig. 4) or to improve the reliability [Kazarik et al. (2015)].

Concept,
Prototyping
and Definition

Portals | PDM | m.f |CAD | CAE | SimulationSys | CAM | ERP_|MRP | CRM | MES

TacitKnowledge | Experiential Knowledge

m-nﬂn Process Verification mmm
hml‘.\n MDM&'M mnm
Customer Data l:lnll:llm- c-nm

Data Storage

&

Analysis and Knowledge Dissemination

Feedback for Product Improvement

Product Concept, jprasiscta Manufacturi

! 3 Product-Design Process gt
Strategy and Prowotyping Y bt Launch, Service

L o e Validation Cob ik

Fig. 4. Process Life-cycle Management and its usage [Asar
and Millenium Engineering and Integration (2017)]

2.4 Big data

In the discrete manufacturing, big data research is used
to collect more data in less time on less space using
effective data interface drivers [Mikolajek et al. (2015)].
The current relational database systems are sufficient for
storage of the manufacturing data. In case of increasing
amount of data, there are some methods how to compress
the data like making a report from historical data, use
of detached databases, or compressing the historical data.

As the product data are linked to the specific product, the
object database model might be more suitable to keep the
data organized. On the other hand, some operations could
last longer.

2.5 Cloud computing

As the digitization of production is growing, the collected
manufacturing data might be used to implement more
sophisticated features. At present, there is used production
plan monitoring, machine fault history, product tracing,
or resource monitoring. The research focuses on predic-
tive maintenance (plans part exchange according to some
machine learning methods over collected data), product
life-cycle (logs all relevant data to the specific product),
production optimization, or making of optimal logistic
decisions. These features uses artificial intelligence to get
appropriate results helping to make tough business deci-
sions.

2.6 Augmented Reality

Sensor level in the Industry 4.0 framework includes also
powerful visual systems equipped with cameras. In tradi-
tional industry plant they are used to quality inspection
and measuring, moreover these systems might be used
also for monitoring and supervise. Suitable state-of-the-art
example of such visual system can be the ADAS system
described in [Horak and Kalova (2010)].

2.7 Standardisation

As the supplier base of assets is growing, the interfaces
of components are heterogeneous due to supplier politics.
The aspiration of system integrators and customers is to
standardize interfaces and descriptions. This lead to the
possibility of the supplier independence. Moreover, some
task might be automated like device setting after its mi-
gration. There are some tendencies to settle a standard for
properties description and the most promising is eCl@ss.

2.8 Business model

I4-concept has also an impact to the business of the
company. The importance of KPIs (Key Performance
Indicator) is growing with the production optimization.
This is also more supported by the amount of collected
production data and processing over it. Next improvement
comes from interactions among systems like ERP and MES
to achieve more precise product creation time estimation
or more optimized resource planning.

The most innovative improvement comes from the hori-
zontal integration of the RAMI model. All services might
communicate with others regarding scheduling and opti-
mization across the company or even across the companies.
This brings more research in the security flaws mitigation
and marketing procedures to build the complex resilient
inter-connected system.

2.9 Shop floor scheduling

The classical approach of the central production schedul-
ing by MES system is going to be upgraded to a hybrid
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scheduling. The global scheduling at the resources-product
level will stay in the scheduler that is a part of MOM
(Manufacturing Operations Management) at the level 3.
But the difference is obvious on the heterogeneous pro-
duction lines where one operation can be accomplished by
more machines.

The innovation, which comes from the communication
among CPSs, is to pass the decision making directly to the
shop floor equipment at the level 2 (as described on Fig. 5).
So the product itself can chose the service unit (machine)
that will make the required operation. The model of the
communication is based on consumer-provider model. The
manufacturing machines provide parametrized operations
and the product itself take an operation that match its
parametrized requirements. The scheduling at this level
is more flexible and should solve problems rising from
the actual shop floor situation. On the other hand, some
new scheduling problems can occur that are more deeply
described later.

Product AAS _ | Service unit AAS

— Product1l — — CNC 1.1 —

Service UnitAAS| Service unitAAS

J
Y

= enc12 = cne1 3

Service unit AAS
— CNC2_1

Service unitAAS |

A
A

— Carriage —
Product AAS | _ | Service unit AAS
—| Product2 —1 CNC2_2

Fig. 5. Shop floor communication system

The role of MES scheduler is to start the production
process of the specified product according to the ERP.
Then the product itself ask to all service units for the
possibility of an accomplishment of the required operation
with specific parameters. In case of positive answer, the
product ask to the transport service unit(s) for the pos-
sibility of transport to the specific position. After that,
product sends to the service unit detailed manufacturing
data of the operation (CNC program or parameters for
PLC program). After the operation is performed, the ser-
vice unit makes an acknowledge to the product and MES.
The product picks up the next operation in its model and
performs the negotiation again. This process is depicted
as the sequence diagram on Fig. 6.

3. SHOP FLOOR SCHEDULING PROBLEMS

During the job shop scheduling process, there might oc-
cur some problems, especially if they are not handled
at the beginning. Some of these problems are systematic
(algorithm singularity, deadlock, livelock, design, imple-
mentation) and the others are faults based on random
events (deadlock, communication timeout, communication
errors). On top of that, the scheduling itself is np-hard

resource constrained optimization problem. So there is an
area to optimize the evaluation function of the agent-based
scheduling algorithm.

The most of the mentioned problems are connected with
the bidding phase of the interaction. This is due to its com-
plexity coming from the fact that all participated actors
have to communicate together in the real-time manner.
Because of the mentioned complexity, some assumptions
have to be stated:

e All actors have sufficient and reliable computation
power to perform required operations.

e The communication net is designed well to have
enough throughput.

e The communication net (OPC UA) is under the edge.
So the security risk is minimized.

e In the system, there is a detector monitoring the
communication net to search an actor that is busy
for a long time.

e All operations demanded by the products are pro-
vided by the at least one active service unit.

We have defined three main problems regarding the job
shop scheduling process:

e The bidding evaluation function,
e the bidding negotiation implementation,
e the possibility of deadlock.

3.1 The bidding evaluation function

The bidding evaluation function chooses the best offer
from the service unit answers and determines followed
transportation and manufacturing actions. So this is the
point of making a decision. This determines the place of
the operation. The time of the operation is determined by
the concurrent race of the products to be manufactured
which is influenced by the scheduler in MES because of
FCFS (first come first serve) implicit dispatching policy.
From the centralized point of view the scheduling algo-
rithm might be optimized using the appropriate algorithm
(see Sousa et al. (2017)).

Regarding the best offer evaluation, the most suitable
method is to solve the unconstrained problem over the
definite set of the feasible solutions using the penalty
function (see eq. 1). The feasible solution has to accomplish
all required operations under the given parameters by the
product. The penalty function is computed from the input
parameters that are the distance to the service unit, the
total machine work time, the machine state (the time
to be ready), and the predicted machine work time (the
machine willingness to do some work as the result of
the predictive maintenance algorithms). The approached
penalty function is (see eq. 2) whereas the parameters
needs to be standardized.

" = argminges f(x) (1)
where z* is the optimal solution (offer), S is the finite set
of the possible solutions (the offers that match the bid),
and f(z) is the penalty function.

fl@) =Y wipi (2)
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Fig. 6. Shop floor communication sequence diagram

where f(z) is the penalty function, w; are the coeflicients
of the parameters, p; are the above mentioned standard-
ized parameters. The parameter coefficients needs to be
adjusted to the specific factory situation.

3.2 The bidding negotiation implementation

The communication link between product and service unit
is intended to be OPC UA that is the core of the AAS.
Therefore the communication type can be client-server
unicast or producer-subscriber multicast. None of these
does not support the requirement of the multicast bid
sending followed by the multicast offer receiving.

Therefore, the communication state machine has to be
slightly modified. Product, as the multicast producer, sends
an offer and then waits in a separate thread for the
responses. The count of the responses has to be the same as
the count of the subscribers. If the timeout expires before
all responses are received, the error state will be fired.
After the bid evaluation process ends, product will send
the final contract (the bid paired with the service unit)
to all participants as multicast producer. In this state only

one answer from the winner service unit is expected to
continue the manufacturing process. The approached state
automaton is depicted on Fig. 7.

3.8 The deadlock mitigation

The job shop scheduling algorithm is distributed so many
actors are involved in making a decision. Every actor has
its own plan that might collide with another actor plan.
Therefore the deadlock can occur. Deadlock is defined as
the situation that one actor owning A resource wants B
resource while second actor owning B resource wants A
resource.

There are some strategies how to avoid this situation:

e Formal model checking of the scheduling algorithm
(e.g. by finding the Petri net P-invariants). This
method is hard to solve with the grooving complexity
of the system.

e Running random simulations followed by result veri-
fication (seeNie et al. (2017)). This method does not
have to catch all states therefore some deadlock might
remain uncovered.
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e Make some place (buffer) to put the product in. The
product will then wait for the free service unit. The
count of such places might be determined by the
count of the service units or types of the supported
operations.

4. CONCLUSION

The purpose of this article is to point out some problems
that can occur during the Industry 4.0 concept imple-
mentation and draw out some possible solutions how to
avoid it. Some promising implementations are presented
and its weakness are discussed. The job shop scheduling
is addressed deeper so the communication state diagram
between involved actors and the bid evaluation function
are approached. The classical consumer-producer commu-
nication model is not suitable for the bidding negotiation
so the modification is approached. The offer evaluation
function has to consider the actual state and make the
right decision. The approached function takes into consid-
eration the machine state, the planned transport length,
and the steady work balance. The further steps in this area
are approaching another variants, the implementation, test
performing, and standards agreement.
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Abstract—We discuss the Asset Administration Shell (AAS)
concept of Industry 4.0 (I4.0), characterizing the current status
of industrial automation and outlining the advantages of more
deeply digitized manufacturing where the AAS is employed. In
the proposed analysis, the basic subjects are apply
complemented with possible submodels and standards of the
Asset Administration Shell (identification, communication,
engineering, configuration, safety, security, life cycle status,
energy efficiency, condition monitoring, and examples of AAS-
based applications). An exemplary interaction pattern directed
towards the domain, or specific submodels in the AAS, is also
introduced in the given context. Further, the authors propose a
specific digital example of an operator using a smart jacket.

Keywords—asset administration shell, industry 4.0, MQOTT,
OPC UA, RAMI 4.0

1. INTRODUCTION

In the European interpretation, the Internet of Things
(IoT) is segmented into the CloT (Commercial Internet of
Things) and the IIoT (Industrial Internet of Things). The
CIoT abbreviation is not used frequently, and the IoT
represents the Internet of all things. In American technical
terminology, however, the IoT covers the entire set of
concepts subsumed under Industry 4.0 (I14.0) within the
European approach.

The most significant recent achievement has been
materialized through the European-made definition of the
Asset Administration Shell (AAS) chapter of 14.0. The AAS
is an item that stands out among all the Industry 4.0 notions:
it creates an interface between the physical and the virtual
production steps, embodying a virtual digital and active
representation of an 14.0 component in the 14.0 system.

The Industry 4.0 component is a model for describing in
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more detail the properties of cyber-physical systems, namely,
real objects in a production environment networked with
virtual objects and processes. Hardware and software
components in production environments, from production
systems and machines to internal machine modules, become
Industry 4.0-capable by satisfying such properties [1].

Any production component in the 14.0 environment has
to have an administration shell. The structure of the AAS is
then expected to satisfy the requirements of different
production aspects and has to enable the functionality of 14.0
components from all basic perspectives, including the
market, construction, power, function, positioning, security,
communication ability, and understandability domains.

This article characterizes the basic structure and
properties of the AAS, aiming to outline the benefits of the
AAS together with the differences between the current state
of things (things) and things with the AAS.

II. MODELS OF INDUSTRY 4.0

The fundamental model of 14.0 exploits RAMI 4.0 (the
Reference Architecture Model Industry 4.0, Fig. 1), a tool
designed by the BITCOM, VDMA, and ZVEI corporations
and associations. These subjects decided to develop a 3D
model to represent all the diverse manually interconnected
features of the technico-economic properties. The SGAM
model (the Smart Grid Architecture Model), formed to foster
communication in renewable energy sources’ networks,
appeared to embody an appropriate model for Industry 4.0
applications as well [2-3]. As a matter of fact, RAMI 4.0 is
actually a small modification of the SGAM framework [4-6].

As both the SGAM and the RAMI 4.0 bodies are entered
into by approximately fifteen industrial branches, RAMI 4.0
is structured to facilitate being viewed from different
perspectives and aspects. The layers in the vertical axis thus
represent the various viewpoints associated with the
individual aspects (those of the relevant market, functions,
information, communication, and integration abilities of the
components) [7,8].
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Layers
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Functional
Information

Communication

Integration

Asset

Fig. 1. The RAMI 4.0 model [5], inspirated by ZVEI, VDI/VDE [1].

In modern engineering, a very important criterion
consists jointly in product life cycle and the related value
stream. The feature is displayed on the left-hand horizontal
axis in the above image. The set of items expressed
comprises, for example, constant data acquisition throughout
the entire life cycle. By extension, even with a completely
digitized development cycle, the market chain still offers a
large potential for improving the products, machines, and
other layers of the 14.0 architecture. This viewpoint matches
well the IEC 62890 draft standard.

The other corresponding model axis (the right-hand one
at the horizontal level) indicates the positions of component
functions in 14.0, defining and assigning the functionalities
involved. The axis respects the IEC 6224 and 61512
standards; however, these are intended for the specification
of components at positions applicable to one enterprise or
manufacturing unit only. Thus, the highest level on the right-
hand horizontal axis is the connected environment.

A second essential model for the purposes of 14.0,
developed by BITCOM, VDMA, and ZVEI last year, is the
14.0 components model (Fig. 2).

Thing, e.g.

Not an 14.0 component 5 Example of 14.0 components
| Machine* |
Administration shell Administration shell
y o—0—0
(Unknown) Things Thing, e.g. Thing, e.g.
(Anonymous) £ Machine* & Terminal block* -
(Indvidually
Known)
Entity
Administration shell Administration shell
o—0—20
Thing, e.g. Thing, e.g.
" Eletrical axis* Standart software*
*=|nterference/ data format
14.0- compilant | |
(Thing provides access to (Higher level system provides
Administartion shell ) access to administration shell )

14.0- compliant communication

Fig. 2. The Asset Administration Shell [6], inspirated by VDI/VDE [9].

This framework is intended to help producers and system
integrators to create HW and SW components for 14.0, and it
embodies the first and only (as of July 2016) specific model

based on RAMI 4.0. Significantly, the concept allows refined
description of relevant cyber-physical features and enables us
to characterize the communication between virtual and
cyber-physical objects and processes [9], [10]. Within
manufacturing of the future, the HW and SW components
will be capable of executing the requested tasks by means of
the implemented features specified in the 14.0 components
model.

The most critical feature in the discussed context is the
ability of the virtual objects and processes to communicate
with their real counterparts during manufacturing; this model
then specifies the conforming communication. The
corresponding physical realization rests in that a component
of the 14.0 system utilizes an electronic container (shell) of
secured data during the entire life cycle; the data are
available to all entities of the technical production chain. The
model therefore arises from the standardized, secure, and
safe real-time communication of all components in the
production cycle. The electronic data container (shell) and
the global Industry 4.0 component model are visualized in
Fig. 3, which also displays a diagram of the AAS as a crucial
14.0 component (Fig. 3).

14.0 Component

Asset administration Shell
Repre..sentatlon.nf In.fmmtatmn Component
Technical functionality ARG

Asset

Views APIs

Manifest DF = Digital factory,

IEC 62832 CD2

DF Header

Different, complementary

Submodel 2

Different, complementary

Submodel 3

Different, complementary

IEJIT'I ponent manager

Runtime data (from the asset)
Fig. 3. The Asset Administration Shell, inspirated by [9].

III. ASSET ADMINISTRATION SHELL

The AAS creates an interface between the physical and
virtual production steps; the framework is the virtual digital
and active representation of an 14.0 component in the 14.0
system, more information you can find in literature [1] and

[5].
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As already pointed out above, any production component
n the 14.0 environment needs an administration shell. The
structure of the AAS is then expected to satisfy the
requirements of different production aspects and has to
enable the functionality of 14.0 components from all basic
perspectives, including the market, construction, power,
function, positioning, security, communication ability, and
understandability domains.

The AAS is composed of a body and a header; the header
contains identifying details regarding the asset administration
shell and the represented asset, while the body comprises a
certain number of submodels for an asset-specific
characterization of the asset administration shell.

As is obvious from Fig. 3, the AAS accommodates a
series of submodels. These represent different aspects of the
asset concerned; thus, for example, they may contain a
description relating to the safety or security but also could
outline various process capabilities, such as drilling or
installation. Possible submodels of the AAS are indicated in
Fig. 4.

Generally, the aim is to standardize only one submodel
for each aspect. Such a scenario will enable us to search for,
e.g., a welding machine via seeking the AAS containing
“welding” with relevant properties. A second submodel in
the example, e.g., “energy efficiency”, could ensure that the
welding station will save electricity when idling.

Each submodel contains a structured quantity of
properties which can refer to data and functions. A
standardized format based on the IEC 61360 is required for
the properties; the data and functions may be available in
various complementary formats.

Administration Shell

IEC TR 62794 & IEC 62832 Digital factory

Submodels Standards
Identification ISO 29005 or URI unique ID
Communication IEC 61784 Fieldbus profiles
IEC 61360/ISO13584 Standard data elem.; [EC
Engineering 61987 Data structures and elements;
Ecl@ss database with product classes
Configuration IEC 61804 EDDL; IEC 62453 FDT
EN ISO 13849; EN/IEC 61508 Functional
Safety (SIL) safety discrete; EN/IEC 61511 Functional safety
process; EN/IEC 62061 Safety of machinery
Security IEC 62443 Network and system security

Lifecycle status IEC 62890 Lifecycle

Energy Efficiency ISO/IEC 20140-5
Confi ttion VDMA 24582 Condition monitoring
monitoring
Sl G ARE Dnlllng, Mlll}ng., Deep dranng, Clamplng,
- Welding, Painting, Mounting, Inspecting,

Printing, Validating ...

Fig. 4. Possible AAS submodels, inspirated by [11].

The properties of all the submodels therefore result in a
constantly readable directory of the key information, or, by
another definition, the manifest of the asset administration
shell and thus also of the 14.0 components. To enable binding
semantics, the asset administration shells, assets, submodels,
and properties must be clearly identified. The permitted
global identifiers are the ISO 29002 — 5 (e.g., eCl@ss and the
IEC Common Data Dictionary) and URIs (Unique Resource
Identifiers, e.g., for ontologies).

Figure 5 shows how an interaction pattern is directed
towards the domain-specific submodels in the asset
administration shell; the process is illustrated on a possible
example from a discrete manufacturing procedure.

As regards the language for 14.0, Fig. 6 presents an
approach to the item from the sub-working standardization

group [5].

In a component of 14.0, such purposes are facilitated by
the interaction manager, the tool responsible for the
processing of the interaction patterns in the network. A
domain-independent basic ontology then safeguards the
connection with the domain-specific submodels in the AAS.

>> s a manufacturing proess| Drilling | possible, having work piece dimension <50x300mm

,a| corediameter of 2mm ,a Materidl V2Asteel |, taking processing time <2sec |?<<

Administration Shell, exemplary

Submodel
,,Diskrete
manufacturing proces”

Submodel
,/Drilling“

‘ XAB132- Processing time [sec]

‘ XAA723- work piece dimen. [mm?]

| XAD765- Materials [0..*] |

0 1
0 1
' 1
! '
0 1
U 1
. 1
1

[ i
i | XAC324- Core diameter [mm] | 1
. :
0 1
U 1
0 1
! '
A 1
L 1
iy 1

Fig. 5. An interaction pattern directed towards the domain-specific
submodels in the AAS, inspirated by ZVEI [5].

/ 140- Component B \

Administration shell

140- Interaction
1 manager

140- Component A
Administration shell
Generic

Interaction patterns

140- Interaction
manager .

‘ Basic Ontology ‘ Basic Ontology

Component manager Component manager
o self description
(Manifest)
contracts
negotiations
robot control

Submodels ‘

Submodels

. Port

component control

CE—

-/

Fig. 6. An approach to the topic “Languages of 14.0” (Source: prof.
Diedrich, Platform Industrie 4.0 Working Group 1, Ontology Sub-Working
Group).

IV. OPERATOR ASSET ADMINISTRATION SHELL

As mentioned earlier, every production element (e.g., a
product, a machine, or control systems) has its own AAS in
the context of 14.0. The question, however, is how to
implement an operator AAS.

In this paper, we use the example of an operator AAS
represented by a Human-Machine Interface (HMI); for
demonstration purposes, we also attached a smart-jacket to
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this AAS. Figure 7 shows the block diagram of an operator
AAS and the communication interface with other AASs in a
manufacturing process.

The HMI includes information about the operator and
also values from the smart jacket sensors. A major
component of the AAS, then, is the NodeRED programming
tool, which can run on, for example, a Raspberry PL
NodeRED comprises three significant elements: a) an OPC
UA bridge to facilitate data conversion from string or MQTT
messages into an OPC UA message ; b) an OPC UA client to
communicate information to other AASs, such as an AAS or
MES service and transport units, in the production area; and
c¢) an OPC UA server to receive information for visualizing
the Graphical User Interface (GUI).

HMI AAS

NodeRED on MCU

Smart Jacket
Air quality
sensor
Temperature
Bluetooth
sensor
4.0 module
Ultrasound
SEIR0 Arduino
LilyPad
LED left S
sleeve

MES AAS

Transport UnitAAS

LED right
sleeve

Fig. 7. A smart jacket operator represented via an HMI.

A. Properties of the Smart Jacket

Based on the scenario and intention to control and
monitor important industrial parameters at a shop floor, the
smart maintenance jacket is integrated with a use case. To
preserve worker or operator safety on the industry shop floor,
the item is configured with an Arduino LilyPad and sensors
(Fig. 8), [12] and [13]. The primary functionality and
components of the jacket are explained below.

The central part of the smart maintenance Jacket consists
in an Arduino Lilypad with a SparkFun bluetooth module
(BlueSMiRF). The Lilypad is suitable for smart wearable
things (e-textile projects) because of its size and weight. The
Lilypad model configured in the jacket utilizes an
ATmegal68 microcontroller, which has 14 analog and
digital I/Os.

The BlueSMIRF is the latest Bluetooth 4 wireless serial
cable replacement by SparkFun Electronics. The modems
work as a serial (RX/TX) pipe: any serial stream from 2,400
to 115,200bps can be passed seamlessly from our Arduino.

Fig. 8. An Arduino LilyPad with a bluetooth and an ultrasonic modules.

An MQ-135 air quality sensor (Fig. 9) detects NH3,
NOx, alcohol, benzene, smoke, or CO2 and ensures air
quality analysis. This sensor is then configured with the
smart maintenance jacket, with the aim to prevent breathing
at a polluted area or processing plant.

Fig. 9. An MQ-135 air quality sensor.

Figure 10 (left) shows an HC-SR-04 ultrasonic sensor.
This small module is a cheap solution to measure distance up
to 4-5 meters via ultrasound.

In order to avoid hazardous situations at the shop floor
(heavy manufacturing plants), this ultrasonic sensor warns
the bearer quickly with a buzzer located at the back side of
the jacket neck.

Fig. 10. Left: an HC-SR-04 ultrasonic sensor; right: a DS18B20 1-wire
temperature sensor.

For the temperature measurement, we used a DS18B20
1-Wire digital temperature sensor by Maxim IC, Fig. 10
(right). The device reports degrees in Celsius between -55°C
and 125°C at 9 to 12-bit precision, with a resolution of
+0.5°C. Each sensor has a unique 64-bit serial number
etched into its body; this allows a large number of sensors to
be used on one data bus.

The smart jacket contains an RGB LED strip (five
diodes) on the left and right sleeves. If the MQ-135 sensor
recognizes impaired air quality, the operator's right sleeve
flashes yellow. If distance sensor detects a problem nearby,
both sleeves blink red and the buzzer produces an
intermittent tone. Similarly, if a fault in the manufacturing
process is found, the left sleeve will flash red and the right
one green. The operator then identifies the GUI where the
malfunction occurred.

Authorized licensed use limited to: Brno University of Technology. Downloaded on July 25,2023 at 07:56:05 UTC from |IEEE Xplore. Restrictions apply.



B. NodeRED on an MCU

Figure 11 displays a block diagram representing the
algorithms implemented in the NodeRED programming
environment.

Bluetooth Split data string to

separate values

A 4

\4
Measured values OPC UA
visualization communication
through GUI with other AAS

Fig. 11. A DS18B20 1-wire temperature sensor.

The serial data are received via a Bluetooth module. We
obtain one string consisting of the temperature value,
distance value, and air quality. The next step is to split the
data into separate variables to be publishable via the GUL
Figure 12 presents the current and daily data of the measured
values in charts. In addition to the actual visualization, the
measured data can be sent to the OPC UA server [14]. To
execute this operation, we use the node OPC UA IIoT Write.

The Write node facilitates sending the data to the OPC
UA server: It handles single and multiple data requests. All
write requests will produce an array of StatusCodes for
writing in the server.

Temperature ("C) Air Quality (ppm)

\

256ppm

Distance (cm)

: 24.81 "(

_—_b6cm

600 ] 0

Current Temperature (“C) Current Air Quality (ppm) Current Distance (cm)

300

150

(]
0 0

150646 150647 50640 150648 150648 150646 150648

Daily Temperature (*C)

Daily Air Quality (ppm) Distance per day (cm)

0
24600 pm 25600 pm 24600 pm 25600 pm 30700pm  246:00 pm 25600 pm

Fig. 12. The Graphical User Interface: the value measured by the smart
jacket.

V. CONCLUSION

The article summarizes the basics of the Asset
Administration Shell and its application in 14.0. In this

context, the frameworks of the Industry 4.0 component
model and the Asset Administration Shell are demonstrated
as the key factors to allow the interconnection of individual
production components. The related bidding and quotation
processes, together with the communication between two
assets, are exemplified in Fig. 4. The German approach to
developing and implementing 14.0 principles into different
case studies is employed throughout the presentation. In
chapter IV, an AAS suitable for an operator wearing a smart
jacket serviced via an HMI is characterized, together with the
relevant implementation. The measured values in Fig. 12 are
displayed through the GUL
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Abstract: We describe the preconditions and procedural aspects characterizing the design of a testbed (an
automatic barman) intended to practically demonstrate and verify the principles set forth within the
conceptual system known as Industry 4.0. To complement the design properties, we analyze the specific
impact of the project and discuss its position in terms of the novel systematic interpretation of the role
assumed by industry and related fields or disciplines. Outlining the individual stages and features of the
selected manufacturing procedure, the paper defines the envisaged application possibilities and
comprehensive functionality of the automatic barman, namely, a device that suitably satisfies the demands
of automated production as related to effective customer servicing. In the given context, the concrete
hardware and software options for the actual testbed structuring sequence are presented in relation to the

general theoretical framework.
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1. INTRODUCTION

At present, industrial manufacturing is gradually being
transformed according to the principles of the Industry 4.0
trend, and the process has generated the need to introduce into
university instruction multiple novel, predominantly
interdisciplinary topics and problems. Based on long-term
experience, it can be proposed that such topics are not easy to
grasp for students focusing on automation, and this deficiency
then appears to arise from two central issues. First, we can
point in this respect to the fact that the students are required to
cope with large quantities of mainly theoretical information
which, however, clarifies only certain elementary principles,
and the transition to a matter as comprehensive as
manufacturing processes and related aspects embodies a great
leap to an obscure zone. Second, it is vital to stress the already
mentioned problem of interdisciplinarity, where a student of
industrial automation, whose practical skills are almost
exclusively oriented towards regulator design, the application
and measurement of sensors and their characteristics, or
programming basic control algorithms, is suddenly required to
be both a mechanical engineer knowing the principles of
design and an IT expert on systems and their interoperability.
All of these prerequisites, moreover, usually surface in a
manufacturing environment swarmed with regulations and
requirements for data and functional safety.

It would probably be easy to close one’s eyes before such
reality, designating the theoretical training as sufficient and
maintaining the status quo. Although we can claim that the
students will eventually learn most of what they need through
their professional careers, this is true only to some extent; the
members of our team share the opinion that the students should
be prepared for regular work thoroughly, gaining already
during their studies not merely a brief practical insight to
complement the theory but rather a comprehensive corpus of
skills and experience beyond a basic sketch of manufacturing
technologies and applicable IT tools.

Importantly, this outlook has paved the way to the actual idea
of designing and materializing a testbed to facilitate the
practical and theoretical understanding, demonstration, and
verification of the principles of Industry 4.0. In addition to the
classic topics stemming from the solution of the major
problems that appear at the lower stages of the automation
pyramid (such as control and handler algorithm programming;
sensor data processing and actuator commanding; and solving

various algorithm processing sequences or designing
continuous regulators for feedback systems), new options are
available, enabling wus to perform the following
actions/operations:

* Designing algorithms to control the real manufacturing of
physical products. Such production can be, with respect to the
testbed setup, interpreted as the discrete manufacturing of

2405-8963 © 2018, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
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individual pieces. The testbed, however, will also allow us to
demonstrate the principles of batch production according to
the related standard, ISA-S88.

* Designing and operating a manufacturing execution
system (MES) and an enterprise resource planning (ERP)
management system, again above the real manufacturing of
physical products. It should be noted here that, considering the
character of finalized products and the cost of input materials,
we can run also relatively long production sequences to yield,
process, and evaluate relevant data.

* Demonstrating the principles that characterize Industry
4.0, including above all the modularity of manufacturing
devices, customization of the manufacturing cycle, and
horizontal integration.

* Communicating with a cloud platform, such that an edge
controller will be employed to collect data supplied by
connected devices on the operating hours, temperatures, and
energy consumption. The controller will pre-process the data,
subsequently sending them to the platform; from there, the
information can be accessed by classic web browsers, both
locally and worldwide. Apart from visualization, the data are
applicable also for other analyses (machine learning, data
mining) to enhance the effectivity and simplify the planning
within an enterprise and/or the entire supply chain.

» Using augmented reality: the testbed will be complemented
also with an augmented reality system, namely, a functionality
where a mobile video camera and related applications monitor
the present manufacturing conditions. The shot will then show
interactive spots which, if clicked on, will provide information
about a concrete device.

* Implementing a cyber-physical system (CPS), in which
simulation tools will be exploited to create a digital twin of the
entire testbed. The twin will enable us to verify and
demonstrate the functionality of the testbed, facilitating its
possible further development, and it will also open the above-
outlined options to a substantially higher number of students
interested.

2. INDUSTRY 4.0

The previous three industrial revolutions arose from the
invention and advancement of steam-powered mechanical
manufacturing devices, electrified mass production, and
operational electronic systems and computers (Matik 2016).
By comparison, the present - or fourth - revolution, in addition
to being focused on industrial production, also introduces
fundamental changes to multiple fields beyond the traditional
interpretation of the concept. Thus, the process virtually
embodies a novel philosophy to transform various branches of
industry, technical standardization, safety, education,
legislation, science, research, the job market, the social system,
and other related provinces.

The onset of novel technologies leads to procedural
requirements such as the pressure for higher flexibility in

industrial production, increased cybersafety, and effective
interdisciplinarity. In this context, Industry 4.0 does not
constitute merely an effort to digitize production but rather a
comprehensive system of changes associated with different
activities. Within industrial manufacturing, the concept
transfers production from individual automatized units to fully
integrated, automatized, and continuously optimized operating
environments. The basic principles of Industry 4.0 applied to
production are as follows:

* Interoperability, or the ability of the CPS, persons, and all
other components of smart factories to communicate together
using dedicated networks.

e Virtualization, or substituting physical prototypes with
virtual production designs, means, and processes. The actual
commissioning is then realized within a single integrated
procedure involving both the manufacturer and the supplier.

* Decentralization, where the decision-making and control
are performed autonomously and in a parallel manner within
the individual subsystems, which communicate together via a
common network (IoT).

* Real-time operation as a key precondition for
communicating, decision-making, and control in real-world
systems.

¢ Concentration on services, in which the naturally preferred
actions are the offering and utilization of standard services
(SOA architecture).

* Modularity and reconfigurability, where the systems
exhibit maximum modularity and capability in autonomous
reconfiguration based on the automatic recognition of present
conditions.

* Horizontal integration, extending from systems that
receive and confirm an order through the manufacturing
section to dispatching the finished product and supporting its
post-production life cycle. This stage includes the possibility
of optimizing the manufacturing processes within the entire
value chain.

* Vertical integration, from the lowest level of the automatic
control of physical processes characterized by critical time
demands through the manufacturing section management to
allocating the company resources via ERP systems with time
constants in the order of days or weeks.

2.1 Production life cycle

The term production life cycle denotes a continuous,
comprehensive development process beginning with the initial
design of a manufacturing device and running through the
device’s structuring, operation, and modification towards the
eventual end of its life. The individual stages require mutual
cooperation between specialists from diverse fields and
disciplines, and these experts have to show advanced
understanding of the given interdisciplinary problem. The
sections below discuss the differences between the traditional
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manufacturing design and an approach utilizing the options of
Industry 4.0.

2.1.1 Manufacturing design 3.0

The production life cycle, whether within the manufacturing
or the process (batch) domains, invariably starts from the
initial idea of the product to be manufactured (Wagner et al.
2017).

e Step O (not illustrated in Fig. 1) has to define the
manufacturing basics, such as these: In the former domain, a
plank is transported to a drill to bore a hole, the result is
checked, and the plank moves away; in the latter domain, a
mixture is let in a tank, stirred, heated up, cooled down, and let
out.

e Step 1 involves a process engineer to structure and
document the manufacturing procedure for the pre-defined
concept (step 0). To enable the intended functions (such an
plank boring and shifting), basic parameters are set to be
subsequently made more precise in an iterative manner. In the
present step, the design remains abstract, meaning that no
concrete hardware requirements are specified. At the next
stages, however, the designed abstract objects (referred to as
roles) and their individual links or relationships will be
substituted with technical instruments. The output of the
present step consists in documents typical of relevant fields
(piping and instrumentation diagrams or flow charts).

e Step 2 consists in finding the manufacturer (most often
through catalog choice) and identifying suitable types of all of
the designed devices. The output of this stage is a list of
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sensors, actuators, controllers, other equipment, IT
infrastructure, and SW elements (firmware, libraries, SCADA,
MES, ERP).

* Step 3 comprises detailed planning, with the main focus on
developing the source code for the controllers; planning the
electrical connections and IT configuration; finalizing the
manufacturing plans; ordering the product parts; and, if
necessary, carrying out the simulations.

e Step 4 encompasses supplying, installing, and
interconnecting the individual components. The source code is
initiated in the controllers, and the designed process is
subjected to gradual adjustment.

e Step 5 rests in the factory acceptance test, commissioning
and delivery to the plant owner. To rebuild or modify the plant,
the cycle has to start from the first step again.

The steps as described above are often subdivided into
multiple tasks or merged together. During the launching and
testing phases, the hardware and software are invariably
modified (for example, using another device type requires
changes in the electrical connections and controller software).
The central problem then lies in that such variations, although
not fundamental, often remain unquoted in the documentation,
which thus ceases to reflect the real conditions and has to be
corrected at a substantial cost of time and money.

Currently, integrated tool chains and the automated detection
of plant configuration are available but not regularly employed
within industry, mainly because a large number of users still
prefer utilizing several different planning tools, which,
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importantly, often do not share one storage space. Moreover,
various companies with diverse views and internal regulations
participate in the process, thus further contributing to the
frequent confusion, misunderstanding, and inconsistencies.

2.1.1 Manufacturing design 4.0

In Industry 3.0, the devices on an assembly line communicate
together only vertically, without being aware of other similar
units. Each aspect of production, each error or maintenance
handling case needs to be known during the implementation of
the control algorithms; the behavior of the entire system is then
considered deterministic. Production changes (such as a new
piece being introduced into the cycle or the replacement of a
manufacturing tool) must be planned and announced in
advance. The process is costly, time-intensive, and prone to
erTors.

Manufacturing design 4.0 introduces components facilitating
communication over the Internet and capable of detecting the
environment (namely, the components in the vicinity). After
being connected, components within the 4.0 concept may
register in the network, provide their metadata (including, for
example, the functionality and capacity), and detect
neighboring elements to supply them with the configuration
data required for the completion of a given production process
task. Although the individual components may originate from
various suppliers, their interoperability is guaranteed if we use
the standardized 14.0 communication interface (see the asset
administration shell, chapter 3.4).

The adapted production life cycle using the subconcepts of
Industry 4.0 can be organized into five steps, similarly to the
above-outlined case. The stages are as follows:

* Step 0, in accordance with the previously described
scenario, defines the manufacturing basics.

* Step 1, compared to that of Industry 3.0, involves creating
a complete digital model of all planned devices. The
knowledge and assumptions provided by the system engineers
are explicitly modeled and stored in an object model, which is
abstract and does not contain any concrete information on the
hardware. Each of the objects represents a functionality (role)
to be performed within the subsequent steps. Further, the
precision of the model and the roles is subjected to
improvement.

* Step 2 consists in selecting particular devices from the
manufacturers® catalogs. Here, however, the catalogs are
assumed to be available electronically and thus browseable via
standardized interfaces. We also assume the availability of not
only the design-related geometrical models (mechanical
planning) but also the electrical diagrams, PLC functional
blocks to facilitate the interaction, and lists of required PLC
inputs/outputs.

» Step 3 involves the formation of the instance model
(namely, the manufacturing information model, where a set of
concrete devices is chosen for each role type). The selected
type is thus instanced, and the created instance is assigned a

unique identifier and parameters. Within the model, each
instance represents a concrete physical device. Over an
individual instance, functionality simulation can be run. The
instance model is applicable for the development and testing
of control algorithms (virtual prototype). Then, the entire
formed model is, among industrial system development tools,
stored in a common repository such that any of its parts were
accessible to the testing and simulation instruments.

* Step 4 employs an object-oriented model to order the
components and to set up, test, and run the manufacturing
devices.

» Step 5 exploits the real manufacturing parameters and
devices to automatically generate the production-based
instance model in a retroactive manner, using information
obtained from the standardized interfaces. Where a production
change is required, the complete design, simulation, and
commissioning of the modified concept can be performed via
relevant software. The instance model is commonly denoted
by the term digital twin, representing an “integrated multi-
physics, multi-scale, probabilistic simulation of a system that
uses the best available physical models, sensor updates, fleet
history, etc., to mirror the life of its real twin“ (Shafto et al.
2010).

The interconnection with a physical PLC (hardware-in-the-
loop) is also known as virtual commissioning (Lee and Park
2014) and can be realized when the assembly model is fully
described at the level of sensors and actuators. Without virtual
commissioning, a manufacturing system will have to be
stabilized solely by real commissioning with real plants and
real controllers, which is very expensive and time consuming.
The advantages of virtual commissioning were previously
clearly demonstrated through relevant research (Koo et al.
2011).

In the context of the above discussion, it is possible to claim
that the true innovation behind Industry 4.0 rests in the
software (package or platform) to handle the information from
the instance model.

3. BASICS OF THE TESTBED
3.1 Mechanical structure

The testbed is built upon a workspace of 2,000 x 1,000 mm.
This area accommodates several autonomous process islands
(cells) and related devices. Below this space is located another,
equally large zone to contain support and control elements
accompanied with IT technologies such that the entire unit
would embody a complete manufacturing plant.

More concretely, the basis houses the following devices:

* A spirits dispenser process island to store the basic
ingredients, including alcoholic beverages and flavored syrups
to be dispensed in small quantities (2 to Scl). Utilizing a recipe
saved on an NFC chip, the cell is able to automatically deliver
the ingredients into an inserted drinking glass. The cell is
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structured with a two-story pivoting frame carrying bottles
with ingredients on its perimeter.

¢ A soft drinks dispenser process island to store and pour out
larger quantities (1 to 3 dl) of liquid ingredients, such as juices.
The cell comprises cooled stainless steel tanks, whose contents
are delivered through electromagnetic valves and pulse flow
meters. By extension, the drinking glass spot is equipped with
a tensometric member to ensure that the liquid volume being
poured out corresponds to the preset value.

Fig. 2: The hitherto designed mechanical part of the testbed.

¢ Anice crusher process island to store ice cubes, delivering
them crushed into a glass. The ice dispenser is conditioned by
a Peltier cooler system. The actual dispensing procedure
employs rotary crushing knives and a tensometric member to
measure the ice crush volume.

e A shaker process island to blend the individual liquid
ingredients. The procedure relies on a moving stainless steel
tank sealed by an electromagnetic valve during operation.

* A glasses dispenser process island to store clean and used
glasses, comprising a manipulator stacking the glasses in
several columns. The device is located in the center of the cell
and rotates about its vertical axis; thus, using its arm, the
manipulator is capable of gripping a glass to transfer it from
the stack to the exit point or vice versa.

* A conveyor belt to aggregate and distribute finished
products.

* A SCARA robot manipulator to transfer a product between
the individual manufacturing levels and to lay the piece on the
conveyor belt.

All of the cells located in the workspace are built of aluminium
frames having the ground plan of 330 x 330 mm and height of
500 mm. In each cell, a specific trajectory is pre-defined for
the manipulator to follow when inserting or extracting a glass.
Here, the main efforts are to unify the trajectories such that the
individual cells were as much interchangeable as possible.

3.2 Functionality from the customers ‘ perspective

This section characterizes in a simple manner a concrete
product manufacturing procedure as perceived by a customer
watching the production line in operation. In the individual
cells, it is possible to materialize the sequential fabrication of
a specific customized piece. A glass to hold the final product,
after gradually passing through the cells, is to be transferred by
means of a robot. Thus, at the first stage, the robot picks a clean
glass from the stack. This glass is then placed in the spirits
dispenser to pour in the required volume of the liquid.
Subsequently, the glass is transferred to another cell to execute
the next task in the chain according to the recipe. Within the
process, in fact, the glass passes through all the necessary cells
to be eventually positioned by the manipulator onto a conveyor
belt tray and dispatched to the customer. The belt is also used
for disposing of empty glasses, which are transported to the
corresponding dispenser.

Fig. 3: The soft drinks dispenser process island.
3.3 Product life cycle

The production system materializing the manufacturing
process, whose principles were outlined in chapter 3.2, differs
only minimally from the naive mechanical models that
facilitate common tuition in high-school or university
laboratories; in this respect, the probably sole difference
consists in the geometrical dimensions. However, the aspect
where the testbed definitely digresses from the regular tools
rests in the integration of multiple manufacturing and
business-related processes and principles of Industry 4.0.
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Within the discussed system, product manufacturing begins
with a customer placing an order through the online web
application. After being confirmed by the customer, the order
is submitted to the ERP system, and following its verification
at the plant (during test cycles, orders are put to production
immediately), a new work order is created and transferred to
the MES system. The manufacturing management system then
accepts the work order to perform production planning
(namely, to include the order in the manufacturing queue). The
queuing position can be dynamically modified until the start of
the physical manufacturing of the piece, using these criteria:

* Queue waiting time

* Production aggregation options to ensure that similar
products are manufactured in rapid succession

¢ Production line options (considering possible error in an
autonomous CPS or service quality reduction).

Each product being formed on the testbed is subjected to life
cycle monitoring that extends from the origins of the structural
design to the physical demise of the last fabricated piece. The
monitoring procedure again exploits the Teamcenter platform.
As the entire manufacturing cycle is interconnected in the
direction of the MES and ERP systems, we observe each
product between its introduction and decline.

In the case of our testbed, the actual fabrication starting point
can be understood as the moment when the product recipe has
been uploaded to the related transporter (an RFID chip glass).
The decline then consists in taking an empty glass back from
the customer and erasing the information from the chip.
During the product manufacturing, the relevant data are being
made available from the RFID chip (meaning that the
manufacturing process is autonomous), and, simultaneously,
transmitted to the database, which enables the parent system to
be informed of any operation in all products.

As already mentioned, finished products are laid on a conveyor
belt. A portion of this belt is beyond reach of the robot, thus
remaining accessible to the customer. A complete product on
the belt is clearly identified and described on a large display
behind the approachable section of the conveyor; here, the
actual functionality rests in that the identification data move
along together with the glass, allowing the customer to
effectively recognize their order and to collect the item. While
the customer is reaching for the glass, the belt stops. The empty
glass, if also placed on the conveyor, is subsequently moved
by the robot to the corresponding dispenser.

The above-outlined process, where the final product forms
progressively at the individual stages of the production line, is
best represented by the characteristics of the manufacturing
domain; the same definition applies to the distribution system,
in which the finished products are transported via the conveyor
to the user. Considering the nature of the final product (being
a blend of various ingredients), we can nevertheless interpret
the testbed equally well as falling within the process, or batch,
domain. From such a perspective, a gradually forming product
is denotable by the term material lot. The term recipe

employed in batch production can then be understood as a list
of operations in single-piece production.

3.4 Utilizing the principles of Industry 4.0

The central vision of Industry 4.0 lies in the transition from
individual automated units to integrated automated setups (see
2.1.1). The individual autonomous cells (see 3.1) are
interpretable as decentralized cyber-physical systems (CPS),
with each of them constituting a building element of the whole
testbed, or a smart factory. In future applications, the cells will
be capable of mutual information exchange and responses to a
variation in present conditions. The production within the cells
will be realized on an autonomous basis, and most decision-
making processes, including a portion of the production
planning, will be transferred to the cells too. The islands will
be interconnected via Ethernet, meaning that each of them will
carry its own IP address. Such a configuration will enable us
to manufacture highly customized products (the pieces will be
processed in different cells, with diverse sequencing, and each
of them will be subjected to a specific procedure within a
specific cell).

Service Oriented Interface

ANY-TIME

REAL-TIME

Sematic Cognn e
Model functionalities

L)

Actuators

Mechatronic System

Fig. 4: The CPS comprising a cell controlled via PLC and
the administration shell.

In Industry 4.0, the key factor rests in that the autonomous
units in the manufacturing system embody not only the
machines and their components but also the conveyor belts,
robots, and products, subsuming the input material batches or
individual segments. The described testbed assumes an
autonomously behaving conveyor belt and SCARA
manipulator, too. All of the autonomous cells are to
communicate together in order to materialize the distributed
product manufacturing.

As the envisaged horizontal and vertical integration requires
us to apply standardized communication interfaces and to
define the functionalities ensured by the individual
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subsystems, the cells will be integrated into the testbed via the
principles of SOA (Service Oriented Architecture). We
assume the use of the Publisher-Subscriber communication
model. Here, the basic idea is that the individual CPSs will
offer their services, such as blending or ice refilling, via
standardized means (connection with an enterprise service
bus); the CPS robot will then exploit the information about
both the product being prepared for a concrete glass and the
product‘s stage of completion to select the cell where the glass
is to be filled.

In the given context, a single CPS will facilitate time-critical
communication, such as that between the module controlling
the conveyor belt and the robot controller, where it is vital to
synchronize the components‘ motion at a high precision (in
cases of customer interaction, the conveyor will stop
immediately, and so will the robot, which was just placing a
glass on the running tray conveyor).

The manufacturing data, together with various status-related
information (including, for example, the processing
temperatures and energy consumption rates), will be
transferred to the Mindsphere cloud system (PaaS cloud) via
an edge controller; the data will thus be accessible for not only
browsing but also application in different digital solutions and
services.

3.5 Hardware and software instrumentation
3.5.1 Administration shell

One of the pillars of Industry 4.0 consists in the standardization
of protocols and interfaces. A standardized interface in each
I4-component is the administration shell, which provides data
from its submodels. The AS embodies a software interface for
a hardware unit, an interface which possesses that unit’s
replica, being its digital twin.

Submodels then cluster the data from one subject area, such as
identification, communication, configuration, safety, security,
or energy efficiency. Some submodels are mandatory.
Submodels may contain various data, but on the outside they
have to provide interfaces of the variable-value or function-
parameter types to enable the execution of desired operations.

The administration shell exploits the OPC UA technology,
which embodies the communication standard among I4-
components (CPS); the technology is a novel data provision
tool. The actual data transmission utilizes the consumer-
producer scenario. Defining all customers will generate a
specialized communication network.

In the present project, the administration shell is well
applicable to the individual products (drinks), where the
product retains and provides its manufacturing information;
further, the shell can be employed in the manipulator,
supplying the CNC programs necessary for the motions, and it
also contains the manipulator’s digital twins. Naturally, the AS
then finds use in the cells too, where, apart from the digital
twin, it provides also the logistic information on the inventory
level.

3.5.2 MES + ERP

At the initial stage of the project, a simple MES system is
designed, complying with elements of Industry 4.0 as set forth
in chapter 3.4 above. The system is implemented utilizing
multiple technologies, including, for example, NET
Framework, Windows Communication Foundation, and
DotVVM Framework (Riganti 2018). In addition to
production planning and control, in this system we envisage
the implementation and deployment of a historical data
recording module. Moreover, as the data presentation task is
one of the most important requirements in industrial
automation (Mikolajek, 2015), we also plan to focus on the
visualisation module.

To receive, confirm, and administer orders, but also to perform
inventory management and other activities, we will again
develop a single-purpose ERP system, exploiting the
technologies described in the previous paragraph.

In order to ensure the maximum interoperability in the MES
and ERP systems or, alternatively, their commercially
available equivalents, the information exchange will
materialize in accordance with the XML implementation of
the ANSI/ISA-95 standards (IEC/ISO 62264), namely, in
B2MML.

3.6 Production life cycle administration

As the entire testbed designing process is a complex
decentralized task requiring us to carry out the actual design-
related operations and also make multiple decisions at various
levels, we chose to collect information via the Siemens
Teamcenter platform. The Teamcenter facilitates effective
data administration from the mechanical framework, electrical
structure, and software development, all within one
environment; it is thus possible to effectively administer the
versions and revisions, workflow, and connection to the
product data. The system also facilitates data publishing. Other
major advantages of the Teamcenter are uniform working with
bills of materials and the availability of a complete and up-to-
date source of information (database), which markedly
eliminates the necessity to create stand-alone tables and
systems.

The actual structuring process utilizes Siemens NX, a program
fully integrated in the Teamcenter platform. All design-related
data of the testbed are thus also fully integrated in the
Teamcenter; here, they are archived and made available for
further processing. The system, moreover, comprises all
existing documents. These aspects then ensure coordinated
and planned changes. Generally, such integration enables us to
reuse the data outside the development of the testbed and to
apply them for tuition and student theses.

3.7 CPS simulation

The CPS simulation and virtual commissioning are carried out
with Tecnomatix Process Simulate, a tool for the designing
and optimization of manufacturing processes that exploits the
information interconnection principle of what — where — how;
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naturally, these basic questions relate to details on what is to
be produced, what with, where, and how in terms the
procedures (for example, robotic welding requires a robot, a
tool, and clamps, and Process Simulate connects all these
components and sources with the welding operation).
Following the general definition of the operations, its is
possible to launch detailed simulations and to refine the
manufacturing processes. Process Simulate offers a time-
based simulation, namely, a time-controlled procedure
unconnected to a physical control system; such an option
enables us to verify the timing of the manufacturing tasks and
to check their interlinking characteristics. Another mode then
is event-based simulation, which can be connected with a
virtual (software) or real PLC to fine-tune the manufacturing
processes and their control (Guerrero, Lopez, and Mejia 2014).
This type of refining is termed virtual commissioning.

Fig. 5: A gripper being manufactured.

The testbed is further supposed to use TIA Openness, an API
to facilitate the automated control of the TIA Portal platform.
Using this API, a configuration system for the manufacturing
cells will be designed. The SW developer will utilize an
interactive form to specify the functionality of a concrete cell
and to enable the physical mapping of the individual Simatic
PLC T/O channels; then, using TIA Openness, the control
application will be generated and uploaded to the given PLC.

3.8 Additive manufacturing

Materializing the testbed requires a significant amount of
material, in addition to all the automation tools. Apart from the
aluminium profiles employed for the actual structure, the
material includes multiple other components, especially
plastic ones. As most of these parts are unique, and only a
single testbed is envisaged, classic manufacturing and
machining procedures appear to be very ineffective for the
purpose, and rapid prototyping (namely, additive
manufacturing) is used instead.

The most widely applied and financially available additive
manufacturing option is 3D printing with thermoplastics;
during manufacturing, the material melts in a nozzle on the
printhead and is gradually deposited in thin layers from the
bottom up.

CONCLUSION

The present gradual transformation of industrial
manufacturing has been reflected in our research through the
decision to fabricate a testbed to bring new options for
industrial automation tutorials. This paper discusses multiple
problems we had to resolve already at the early stages of the
project, including, above all, defining the control principle for
distributed manufacturing and selecting the form and
implementation of the asset administration shell. The finalized
testbed will enable us to design, demonstrate, and optimize
solutions that comply with the principles of Industry 4.0.
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1. INTRODUCTION

This paper deals with basics of communication systems for
purposes of open, safety, security, near real-time (R-T)
standardized communication for purposes of Industry 4.0
(I4.0) system in enterprises of the future. The first part deals
with the common SW communication interfaces of control,
information and communication basis of the 14.0. There are
explained basic features, principles and aims of the design
and implementation of the Open Platform Communications
(OPC) - Unified Architecture (UA), abbreviated as the OPC
UA. The difference between previous OPC as the Object
Linking and Embedding (OLE) for Process Control and the
OPC classics and the OPC UA is explained it this
contribution. Next there are specified basic properties, stay of
the art and an expected future development of this important
phenomenon of recent industrial automation in this
contribution.  There are  discussed  distinguishing
characteristics of the OPC UA and evaluation how OPC UA
corresponds requirements from industry on a communication
for 14.0 purposes in this contribution.

In the second part of the contribution there is introduced the
most actual topic of the communication in the whole
production chain in the 14.0 systems, hence the Time
Sensitive Networks (TSN), e.g. Ethernet based open
Industrial Internet of Things (IIoT). There are specified
important standards IEEE 802.1 for R-T enhancement of the
existing public Internet.

2. OPC UNIFIED ARCHITECTURE (OPC UA)

The OPC UA is a machine-to-machine communication
protocol for industrial automation developed by the OPC
Foundation. Shortly OPC UA is an open standardized SW
interface on highest communication levels in production
control systems (VDMA, 2017; Burke, 2017).

The Foundation's goal for OPC UA was to provide a path
forward from the original OPC communications model
(namely the Microsoft Windows-only process exchange
COM/DCOM) that would better meet the emerging needs of
industrial automation. The original OPC is named OLE for
Process Control. The original OPC is applied in different
technologies such as in building automation, discrete
manufacturing, process control and many others and is no
more intended for the Microsoft Windows OS only, but it
enables to include other data transportation technologies
including Microsoft's .NET Framework, XML, and even the
OPC Foundation's binary-encoded TCP format (Matrikon,
2017).

On the other hand, the OPC UA differs significantly from its
predecessor, OPC. OPC UA better meets the emerging needs
of industrial automation (Burke, 2017).

OPC UA shows distinguishing characteristics (Burke, 2017):

* Focus on communicating with industrial equipment
and systems for data collection and control.

2405-8963 © 2018, IFAC (International Federation of Automatic Control) Hosting by Elsevier Ltd. All rights reserved.
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* Open - freely available and implementable without
restrictions or fees.

*  Cross-platform - not tied to one operating system or
programming language.

*  Service-oriented architecture (SOA).
*  Robust security.

Integral information model, which is the foundation model of
the infrastructure necessary for information integration where
vendors and organizations can model their complex data into
an OPC UA namespace take advantage of the rich service-
oriented architecture of OPC UA. There are over 35
collaborations with the OPC Foundation currently. Key
industries include pharmaceutical, oil and gas, building
automation, industrial robotics, security, manufacturing and
process control (Marcon et al., 2017; Afanasev et al., 2017
Jadlovska et al. 2016, Konecny et al. 2016 and Bangemann et
al. 2016).

Even for above-mentioned features, OPC UA is very
convenient for the 14.0 information and communication
infrastructure. It enables free, open, rapid, safety and security
and at least soft R-T communication.

The first version of the Unified Architecture (UA) was
released in 2006. The current version of the specification is
on 1.03 (10 Oct 2015). The new version of OPC UA now has
added publish/subscribe communication in addition to the
client/server communications infrastructure (Matrikon, 2017,
VDMA, 2017).

2.1 OPC UA in more details

OPC UA specification defines a platform independent
service-oriented Architecture (SOA). The platform enables
the same operability in sense of classical OPC functions such
as the Data Access, Alarms and Events, as well as Historical
Data Access. The OPC UA Communication stacks are
implemented in ANSI C/C++, Java and .NET and they create
basic protocols for the TCP/IP networks communication. The
standard contents already also marking of signals,
autentification and authorizing over the X.509 Certification.
An important feature of the OPC UA is an intensive support
of Information Modelling. Nodes and relation among them
are object oriented. Therefore, a data form and related meta
information are semantically specified and generically
created.

2.2 Where is a difference between OPC and OPC UA

The classical OPC data interface, alarms, historical data
access is strongly linked with the Microsoft Technology
COM/DCOM and they are solely unified with the operating
system Windows. The new OPC UA specification defines a
SOA. In the addressed area of an UA server there are
situated and generically created and over the network
translated not only data but also meta-data.

2.3 Migration from OPC classic to OPC UA

Members of the OPC Foundation recommend following
procedure and the proper time for migration from the OPC
classic and the OPC UA (Matrikon, 2017).

Complete migration refers to replacing OPC classic via a
comprehensive switch to OPC UA. To that end it is needed to
keep 3" party data accessible using an open standard that
enables reliable communication between HMIs, applications
and devices. The procedure how to enable it is shown in the
Fig. 1. There are several SDKs of OPC UA in the market to
solve those problems. The new control infrastructure with
already implemented OPC UA devices communicates already
by the OPC UA protocols (the right part of the Fig. 1). Data
sources with OPC classic Server go into the IloT Gateway
via the link way in the Fig. 1.
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Fig. 1. Migration from OPC to OPC UA (Matrikon, 2017).

2.4 14.0: OPC UA communication technology

14.0 is driven by advanced information and communication
technologies (Zezulka et al., 2016, Pereira et al., 2017,
Blazek et al. 2016). The OPC UA seems to be the main
common communication standard for the 14.0 and IloT
activities and will be accepted by standardization institution
in EU as well as in America and all developed countries and
economies. In the Fig. 2 there is shown a mapping of OPC
UA protocols into the main general RAMI 4.0 model (Burke,
2017).

OPC UA functions and protocols are mapped into the RAMI
4.0 model as follows:

* Approach for implementation of a Communication
Layer is done by Basic IEC 62541 standard (OPC
Unified architecture, 2017).

*  Approach for implementation of an Information Layer
(of the RAMI 4.0) by IEC Common Data Dictionary
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(IEC 61360 Series/ISO 13584-42; Characteristics,
classification and tools to eCl@ss; Electronic Device
Description (EDD); Field Device Tools (FDT).

* Approach for implementation of a Functional and
Information Layers by Field Device Integration (FDI)
as integration technology.

*  Approach for end-to-end engineering by Automation
ML; ProSTEP iViP; eCl@ss (characteristics).

Layers Life Cyele i
u

IEC 6289, 0

€ §f jer A 6
tream . H & /IEC

Business
Functional
Information
Communication
Integration

Asset

Fig. 2. RAMI 4.0 (Plattform Industrie 4.0 and ZVEI).

The communication stack of the OPC UA reflects the
beginning of various innovations. The OPC UA architecture
is a service-oriented architecture (SOA) and is based on
different logical levels.

OPC Base Services are abstract method descriptions, which
are protocol independent and provide the basis for OPC UA
functionality. The transport layer puts these methods into a
protocol, which means it serializes/reserializes the data and
transmits it over the network. Two protocols are specified for
this purpose. One is a binary TCP protocol, optimized for
high performance and the second is Web service-oriented
one.

The OPC information model is a so-called Full Mesh
Network based on nodes. These nodes can include any kind
of meta information, and are similar to the objects of object-
oriented programming (OOP). A node can have attributes for
read access (DA, HDA), methods that can be called
(Commands), and triggered events that can be transmitted
(AE, DataAccess, DataChange). Nodes hold process data as
well all other types of metadata. The OPC namespace
contains the type model (Zipper et al, 2017).

Client software can verify what profiles a server supports.
This is necessary to obtain information, if a server only
supports DA functionality or additionally AE, HDA, etc.
Additionally, information can be obtained about whether a
server supports a given profile. New and important features
of OPC UA are:

- Redundancy support.

- Heartbeat for connections in both directions (to
indicate whether the other end is "alive"). This

means that both
interrupts.

server and client recognize

- Buffering of data and acknowledgements of
transmitted data. Lost connections don't lead to lost
data anymore. Lost datagrams can be re-fetched.

2.5 Specification of OPC-UA

The OPC-UA protocol specification consists of 14
documents for a total of 1250 pages. Due to this complexity,
existing implementations are usually incomplete. In addition,
the existence of several serialization formats, as well as the
possibility of selectively implementing certain services such
as PubSub, eventually lead to a great heterogeneity of the
OPC-UA connection points. Under these conditions, it is
finally difficult to develop client applications that are
independent of the specific implementation of each server. In
this sense, OPC-UA does not achieve its promise of ensuring
good interoperability of systems. This can be seen typically
in factory and infrastructure projects integrating various PLC
technologies, each delivered with a different and limited
implementation of the OPC UA protocol.

As a result, despite considerable marketing efforts to support
its adoption, OPC UA may be considered at this stage as a
standardization attempt rather than an established standard.

The OPC UA specification is a multi-part specification and
consists of the following parts:

1. Concepts, 2. Security Model, 3. Address Space Model, 4.
Services, 5. Information Model, 6. Mappings, 7. Profiles, 8.
Data Access, 9. Alarms and Conditions, 10. Programs, 11.
Historical Access, 12. Discovery, 13. Aggregates, 14.
PubSub.

In contrast to the COM-based specifications, the UA
specifications are not pure application specifications. They
describe typically UA internal mechanisms, which are
handled through the communication stack and are normally
only of interest for those that port a stack to a specific target
or those that want to implement their own UA stack.

The OPC UA application developers code against the OPC
UA API and therefore mainly use API documentation.
Nevertheless, part 3, 4, and 5 may be of interest for
application developers (Matrikon, 2017).

It has been told, that OPC UA will be accepted as a common
communication protocol for the 4" industrial revolution in
the most developed industrial countries in a near future.
Reader can evaluate this statement from following Fig. 3.

Until now OPC UA has used a client/server mechanism,
where a client requests information and receives a response
from a server. On networks with large numbers of nodes,
traffic increases disproportionately and impairs the
performance of the system. The publisher / subscriber model
in contrast, enables one-to-many and many-to-many
communication. A server sends its data to the network
(publish) and every client can receive this data (subscribe).
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This eliminates the need for a permanent connection between
client and server, which is particularly resource intensive.

Industry 4.0 requirements

OPC-UA solution

Independence of the
communication technology from
manufacturer, sector, operating
system, programming language

The OPC Foundation is a vendor-independent non-profit
organization. Membership is not required for using the OPC-
UA technology or for developing OPC-UA products. OPC is
widely used in automation but is technologically sector-
neutral. OPC-UA runs on all operating systems — there are
even chip layer implementations without an operating system.
OPC-UA can be implemented in all languages — currently
stacks in Ansi C/C++, NET and Java are available.

Scalability for integrated
networking including the smallest
sensors, embedded devices and
PLC controllers, PCs, smartphones,
mainframes and cloud applications.
Horizontal and vertical
communication across all layers.

OPC-UA scales from 15 kB footprint (Fraunhofer Lemgo)
through to single- and multi-core hardware with a wide range
of CPU architectures (Intel, ARM, PPC, etc.) OPC-UA is
used in embedded field devices such as RFID readers,
protocol converters etc. and in virtually all controllers and
SCADA/ HMI products as well as MES/ERP systems.
Projects have already been successfully realized in Amazon
and Microsoft Azure Cloud.

Secure transfer and authentication
at user and application level

OPC-UA uses X.509 certificates, Kerberos or user/password
for authentication of the application. Signed and encrypted
transfer, as well as a rights concept at data point level with
audit functionality is available in the stack.

SOA, transport via established
standards such as TCP/IP for
exchanging live and historic data,
commands and events (event/ call-
back)

OPC-UA is independent of the transport method. Currently
two protocol bindings are available: optimized TCP-based
binary protocol for high-performance applications and
HTTP/HTTPS web service with binary or XML coded
messages. Additionally Publish/Subscribe communication
model can be integrated. The stacks guarantee consistent
transport of all data. Besides live and real time data also
historical data and their mathematical aggregation are
standardized in OPC-UA. Furthermore method calls with
complex arguments are possible, but also alarm and eventing
via token based mechanism (late polling).

Mapping of information content
with any degree of complexity for
modeling of virtual objects to
represent the actual products and
their production steps.

OPC-UA provides a fully networked concept for an object
oriented address space (not only hierarchical but full-meshed
network), including metadata and object description. Object
structures can be generated via referencing of the instances
among each other and their types and a type model that can be
extended through inheritance. Since servers carry their
instance and type system, clients can navigate through this
network and obtain all the information they need, even for
types that were unknown to them before. This is a base
requirement for Plug-and-Produce functionality without prior
configuration of the devices.

Unplanned, ad hoc communication
for plug-and-produce function with
description of the access data and
the offered function (services) for
self-organized (also autonomous)
participation in “smart” networked
orchestration/combination of
components

OPC-UA defines different “discovery” mechanisms for
identification and notification of OPC-UAcapable devices and
their functions within a network. OPC-UA participants can be
located local (on the same host), in a subnet or global (within
enterprise). Aggregation across subnets and intelligent,
configuration-less procedure (e.g. Zeroconf) are used to
identify and address network participants.

Integration into engineering and
semantic extension

The OPC Foundation already collaborates successfully with
other organizations (PLCopen, BACnet, FDI, AIM, etc.) and
is currently expanding its cooperation activities, e.g. MES-
DACH, ISA95, MDIS (oil and gas industry), etc. A new
cooperation initiative is with AutomationML, with the aim of
optimizing interoperability between engineering tools.

Verification of conformity with the
defined standard

OPC-UA s already an IEC standard (IEC 62541), and tools
and test laboratories for testing and certifying conformity are
available. Additional test events (e.g. Plugfest) enhance the
quality and ensure compatibility. Expanded tests are required
for extensions/amendments (companion standards, semantics).
Additionally various validations regarding data security and
functional safety are performed by external test and
certification bodies.

Fig. 3. 14.0 requirements — OPC-UA solution (Burke, 2017).

3. TIME SENSITIVE NETWORKS — COMMUNICATION
OF FACTORY FOR THE FUTURE

3.1 OPC UA and TSN

Despite of that OPC UA will be a common communication
standard for the 14.0 factory of the future and that is already
accepted by designer and producers of industrial automation
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systems as well as by cooperating industrial branches, one
important feature is still missing. It is the real time property,
which would be sufficient for rapid industrial processes.
Therefore was established in the TSN a standardization group
with the aim to enhance OPC UA properties towards R-T
features in the all technical — business chain of industrial
production. This goal can be titled OPC UA over TSN.

There has been done more attempts with a goal to enable
open, safety, secure, R-T communication for purposes of
industrial use in the past. One of them had been specified and
provided during the period of 2005 — 2008 in the Integrated
project Virtual Automation Network: VAN
FP6/2004/IST/NMP/2-016969 (Beran et al., 2010).

The goal of the project was development, design, testing and
case study implementation of a virtual network for purposes
of automation. Virtual automation networks represented
recent trend of communication in heterogeneous networks in
industrial automation. Heterogeneous networks consisted of
industrial automation systems such as fieldbuses, office
LANS, and public networks (Internet and telecommunication
technologies). Architectural principles were shown on VAN
device profiles and intended network topologies. Salient
innovative approaches to industrial automation, such as
name-based addressing, integration of Web Services and
OpenVPN tunnelling were developed. Security aspects paid
proper attention for being utmost sensitive in industry. The
project VAN reflected the state of the development of the
VAN (Integrated project of the 6" FP) in first years of the
new millennium and had been worked on by a consortium of
dominant European automation vendors (Siemens, Phoenix
Contact, and Schneider Electric), research institutions and
technical universities. Because of less interest from the EU
industry ten years before the very begin of the 14.0,
successfully proved case studies in mechanical engineering
industry in Milano and in a biofuel mini power plant in
Saxony (East Germany) were not sufficient project outputs
for a standardization attempt in German and EU
standardisation organizations (Zezulka et al., 2008).

3.2 Time-Sensitive Networking

The Time-Sensitive Networking (TSN) is a set of standards
under development by the Time-Sensitive Networking task
group of the IEEE 802.1 working group (Bradac, 2018). The
TSN task group was formed at November 2012 by renaming
the existing Audio/Video Bridging Task Group (see ref. TSN,
2018) and continuing its work. The name changed because of
extension of the working area of the standardization group.
The standards define mechanisms for the time-sensitive
transmission of data over Ethernet networks.

The majority of projects define extensions to the IEEE
802.1Q — Virtual LANs (ref. OPC, 2017). These extensions
in particular address the transmission of very low
transmission latency and high availability. Possible
applications include converged networks with real time
Audio/Video Streaming and real-time control streams, which
are used in automotive or industrial control facilities.
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Work is also currently being carried out in AVnu Alliance's
specially created Industrial group to define Compliance &
Interoperability requirements for TSN networked elements
(see ref. TSN, 2018).

Time sensitive networks are to be general communication
tools for communication in the 14.0 environment. They have
to fulfil real time requirements on the larger process area
then do that industrial Ethernet standards (IE) such as
Profinet, PowerLink, Ethernet/IP, EtherCAT and other IEC
61588 standards for real time communication among control
systems, operator level, sensors and actuators in the industrial
automation systems. The TSN are under development, but the
success of the 14.0 implementation is dependent on their
standardization. A close cooperation of IEC 61588 standards
and development of the standardization process of TSNs is
expected. The reason of the TSN topic stems from
importance of real — time topic in the 14.0 production, which
differs from the existing industrial communication networks
in the huge amount of links, entities, data, conditions,
distances, heterogeneity of components and business models
in smart factories of the future (Diedrich et al., 2015; Grube
etal., 2017).

From a technical standpoint, it would certainly be feasible to
add real-time capability to OPC UA itself, but doing so
would involve considerable effort and would still have
disadvantages. That is why a large group of automation and
robotics manufacturers have joined forces to move in a
different direction. OPC UA will take advantage of TSN.
TSN is a set of extensions currently in development that will
later be included in the IEEE 802.1 standard. The goal is to
provide real-time data transmission over Ethernet. A
significant advantage of the TSN standard is that the
automotive industry is behind it. That means that the required
semiconductor components will be available very quickly and
relatively inexpensively. The amount of data being
transmitted in automobiles has skyrocketed in the past several
years. Conventional bus systems don't have nearly the
bandwidth to handle it. The first step for the automotive
industry was adoption of the 802.1 AVB (Audio/Video
Bridging) standard, which enables synchronized, prioritized
streaming of audio and video files. This allows images from
rear view cameras mounted on the back bumper to be
transferred via Ethernet. To pursue the goal of reaching new
industries and broadening the spectrum of applications, the
AVB working group became the TSN initiative. The
automotive industry would also like to handle all control
tasks and applications that require functional safety over
Ethernet. For this to be possible, they will need cycle times in
the real- time range and deterministic network behaviour.
These are the exact same requirements faced in the
automation of production lines. OPC UA TSN bridges the
gap between the IP based world of IT and the field of factory
automation. OPC UA TSN is the perfect solution for all
applications in factory automation. With sub-millisecond
synchronization, it offers sufficient precision for tasks such as
line synchronization, SCADA system integration, basic
control tasks or even conveyor belt operation and /O
integration (Sachse, 2017).

OPC UA TSN combines IT mechanisms with OT
requirements to allow network nodes to communicate and
exchange information automatically.

3.3 Technical basis of the TSN

TSN goes out from the technical development of industrial as
well IT networks. They have a goal to utilize all what has
been done in the OPC UA development and standardization
as well as in real-time properties of the development in
industrial Ethernet area. The R-T features are in the 14.0 and
the IloT needed not only in the lowest control and
communication level of the classical control pyramid, but in
the all technical — production — business chain. It is the
reason, that the TSN goes out from technical features of
Industrial Ethernets such as the PTP (precision Time
Protocol) from the IEC 61588 which is implemented in the
most rapid industrial Ethernet standards (EtherCAT, Profinet,
EPL, CC-Link IE. The TSN organization cooperates during
the time of TSN developing with other standardization
organization to fulfil all requirements in consideration of
requirements from the OT as well from the IT branch. To
enhance R-T properties of IIoT, it is necessary to use newest
standards in the suite of the IEEE 802.1. This tendency goes
out from the first attempt to translate video and audio data in
the real time in cars. The appropriate standard is the 802.1
AVB. For next industrial processes are the IEEE 801.1Qbv —
the prioritized Time — Aware — Scheduler. It enables packets
and frame transmission of time critical data in a prioritized
way. In the Fig. 4, are titled several time synchronization
mechanisms, which can be implemented for enhancement of
R-T features of TSNs and are already standardized by the
IEEE 802.1 (Vojacek, 2018).

IEEE 802.1 TSN TASK GROUP: Projects/Standards Overview ‘

IEEE 802.1Qbv Time-aware shaping (per-queue based)

Timing and synchronisation (mechanisms for

SIS RAER R faster fail-over of clock grandmasters)

IEEE 802.1Qbu
IEEE 802.1CB

Frame pre-emption

Redundancy (frame replication and elimination)

Enhancements and improvements for stream

IEEE 802.1Qcc reservation

Path control and reservation (based on
IEEE802.1aq; IS-IS)

Cyclic queuing and forwarding

IEEE 802.1Qca

IEEE 802.1Qch
IEEE 802.1Qci
IEEE 802.1CM

Per-stream filtering and policing

Time-sensitive networking for fronthaul

Fig. 4. TSN Sub-Standards Overview, (Vojacek, 2018).

The frame of the very basic protocol IEEE 802.1Q
(Wikipedia, 2018) is specified in the Fig. 5. The standard
802.1Q adds a 32-bit field between the source MAC address
and the EtherType fields of the original frame. The minimum
frame size is left unchanged at 64 bytes (Marcon et al.,
2018). The maximum frame size is extended from 1.518
bytes to 1.522 bytes. Two bytes are used for the tag protocol
identifier (TPID), the other two bytes for tag control
information (TCI).
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Fig. 5. 802.1Q tag in an Ethernet frame (Wikipedia, 2018).

4. CONCLUSIONS

Contribution deals with principles and technologies for data
and command communication for purposes of IIoT as well as
for communication in the 14.0 factories of the future. Authors
specify requirements from 14.0 and search for technologies
and methods, which can fulfil them. Therefore, there are
specified OPC UA which is proposed to be open SW
interface and communication protocol for automation and
information subsystems of the 14.0 applications. As a real-
time option of OPC UA are discussed the TSN which in
connection of the OPC UA will probably fulfil real-time,
openness, virtual, safety, security features of an appropriate
common communication channel in shop as well in the top
floors of the factory control architecture. Authors makes
small excursion in one predecessor of recent communication
standards which has been solved in the integrated project of
the 6™ FP the with the acronym VAN.
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Abstract: The paper discusses the possibilities of incorporating sensors and indicators into the
environment of an Industry 4.0 digital factory. The concept of Industry 4.0 (14.0) is characterized via
a brief description of the RAMI 4.0 and 14.0 component model. In this context, the article outlines
the structure of an 14.0 production component, interpreting such an item as a body integrating the
asset and its electronic form, namely, the Asset Administration Shell (AAS). The formation of the
AAS sub-models from the perspectives of identification, communication, configuration, safety, and
condition monitoring is also described to complete the main analysis. Importantly, the authors
utilize concrete use cases to demonstrate the roles of the given 14.0 component model and relevant
SW technologies in creating the AAS. In this context, the use cases embody applications where
an operator wearing a SmartJacket equipped with sensors and indicators ensures systematic data
collection by passing through the manufacturing process. The set of collected information then
enables the operator and the system server to monitor and intervene in the production cycle. The
advantages and disadvantages of the individual scenarios are summarized to support relevant
analysis of the entire problem.

Keywords: Asset Administration Shell (AAS); Industry 4.0; LPWAN; MQTT; OPC UA; RAMI 4.0;
SmartJacket; Internet of Things (IoT); WiFi

1. Introduction

The concept of Industry 4.0 (I14.0) embodies large-scale digitization of production procedures,
formation of digital twins during the life cycle of a plant [1], and sensor data processing, cloud
storage, and application [2-6]. The current set of state-of the-art manufacturing element includes
predominantly those that simplify a production or maintenance procedure; such items comprise, for
example, augmented reality smart glasses or the SmartJacket. The jacket was previously described, on
a comprehensive basis, within paper [7,8]; at present, the product finds use in multiple branches of
industry, and its properties often differ from the original design. Thus, the SmartJacket is marketed by
companies such as Google, Levi’s (with an emphasis on cell phone connection and entertainment),
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Kinesix (the World’s First Customizable Smart Heating Jacket), and, generally, manufacturers of biking,
firefighting, and medical equipment [9]. Major drawbacks consist in sensitivity of the jacket to adverse
weather conditions and limited washability, although new materials and integrated fabric antennas
are being designed to improve the durability and capabilities of the product [10-12].

This paper presents case studies that focus on interconnecting the sensors installed in the
SmartJacket, and these studies are employed to demonstrate how and by what means digital factory
(DF) components should communicate and operate within the entire value chain. Importantly, on
these grounds, the article discusses the formation and functioning of the Asset Administration Shell
(see Section 2) component in the context of manufacturing based on I4.0 [13]. Thus, the first chapters
below briefly summarize the fundamental theory of I4.0 and outline the elements of the basic RAMI
4.0 (the Reference Architecture Model Industry 4.0) metamodel to provide a perspective of the value
chain, including supplementary views of relevant economic and commercial aspects. The life cycle of
a component within the I4.0 manufacturing process is also examined, especially in Section 2, which
characterizes the model of an 14.0 component in greater detail to ensure effective interpretability of
the underlying case studies. Importantly, the opening sections of the paper (Section 3 in particular)
then discuss the concept, structure, and methods of creating the AAS, namely, the digital envelope
of a manufacturing component. Such an arrangement, together with the introductory information,
conveniently enables the authors to propose within the core chapters a SmartJacket design and related
case studies that describe the link connecting a SmartJacket and other digital factory components.

The fundamental model of 14.0 exploits RAMI 4.0 (Figure 1), an architecture designed by the
VDI/VDE, VDMA, BITCOM, and ZVEI corporations and associations [13]. RAMI 4.0 is registered as
German standard DIN SPEC 91345:2016-04.

The metamodel defines, in a three-dimensional space, all basic aspects of Industry 4.0; thus,
relevant comprehensive relationships are classified into smaller and simpler substructures, which can
be developed independently. Relevant standards of 14.0 are discussed in detail within paper [14].

The right-hand horizontal axis subsumes the hierarchical layers according to standard IEC 62264
Enterprise-control system integration; these layers represent the actual structure of control systems, from
primary functions of large-scale manufacturing units to their interconnection with the Internet of
things and services, also termed Connected World.

The left-hand horizontal axis then outlines the life cycle of equipment and products pursuant
to IEC 62890 Life-Cycle Management; the items included find application in manufacturing and
technological units and components. The axis differentiates between two main classes, namely,
type and instance. A type becomes an instance after a product has been completed, inclusive of the
prototype testing, and the serial production has commenced.

The layers in the vertical axis represent the various viewpoints associated with the individual
aspects (those of the relevant market, function, information, communication, and integration-based
abilities of the components) [13-18].

At each of its hierarchical levels, the RAMI 4.0 metamodel characterizes the access to information
across the entire manufacturing cycle. Conversely, the ISO/OSI reference model (RM) embodies a tool
to be employed by open communication technologies; as such, the ISO/OSI RM reaches only up to the
RAMI 4.0 communication layer, which is connected with the integration and information layer. The
use cases within this paper (see the following sections) stick to the RAMI 4.0 model, utilizing the RM
ISO/OSI standard to describe/design the individual methods of communication.

In modern engineering, major criteria consist in product life cycle and the related value stream.
The features are displayed on the left-hand horizontal axis in the above image. The set of items
shown comprises, for example, constant data acquisition throughout the entire life cycle. By extension,
even with a completely digitized development cycle, the market chain still offers a large potential for
improving the products, machines, and other layers of the 14.0 architecture. This perspective matches
well the IEC 62890 draft standard.
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The other axis (the right-hand one at the horizontal level) indicates the positions of component
functions in 14.0, defining and assigning the functionalities involved. The axis respects the IEC 62264
and 61512 standards and represents the standardized hierarchical architecture of the enterprise control
pyramid; however, the standards are intended to specify components at positions applicable to one
enterprise or manufacturing unit only. Thus, the highest level on the right-hand horizontal axis
embodies the connected environment (Connected World), taking into account the expected openness
of the Industry 4.0 production chain towards the IoT.

Life Cycle & Value Stream
Layers IEC62890

Business

Functional

Conected World
Enterprise

Work Center

Station

Control Device

Information
Communication

Integration
Field Device

Asset Product

eeloP. i

Figure 1. The RAMI 4.0 metamodel (inspired by ZVEI and VDI/VDE [17]).

As mentioned above, the other essential model for the purposes of 14.0, developed by VDI/VDE,
VDMA, BITCOM, and ZVE], is the 14.0 component model. The tool is intended to help automation
system designers in digital factories (DFs) of the future to create individual components of 14.0
production according to IEC 52832 CD2 Part 1. The fundamental precondition consists in that each
manufacturing component is accompanied with a systematic digital model that contains all data of
not only the physical form (the asset) of the component but also the functions to be executed by or
on the component during the entire value chain of the operation, such as initiating an operational
cycle or performing configuration and maintenance. The component must also contain data related
to the history of the component’s digital form (the twin) and other information that will enable the
I4.0 component to be active and to communicate with the DF. For this purpose, the organizations
and associations repeatedly mentioned above created the 14.0 component model. Within 14.0, each
component (thing) is denoted as an asset and has its specific administration shell, see Figure 2.

The difference between a regular manufacturing component and an 14.0 one is presented in
Figure 2, which displays four asset types (out of the significantly larger number of options): the
SmartJacket or another means of production; the terminal; the 3D printer; and the control software or
other programs. The model exploits the idea that an 14.0 component embodies jointly an asset and
its digital form. The digital incarnation, made via the already discussed standard procedure, is then
termed the Asset Administration Shell (AAS).
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Not an 14.0 component Examples of 14.0 component

Administration Shell Administration Shell

Unk Thing, e.g. Thing, e.g.
(Unknow) SmartJacket Terminal block
(Anonymous) —
(Individually |—  Thing aus

know) —

Entity

Administration Shell [ SS==Yy Administration Shell

Thing, e.g. Thing, e.g.
Electrical axis Software
(Thing provides access to (Higher level system provides access
administration shell) to administration shell)

14.0- compliant communication

Figure 2. From an asset to the 14.0 component (inspired by ZVEI and VDI/VDE [17]).

2. Asset Administration Shell

The Asset Administration Shell (AAS) is the standardized digital representation of the asset, the
cornerstone of interoperability between the applications that manage manufacturing systems. The
digital envelope identifies the administration shell and the assets represented by it, contains digital
models of various aspects of the asset (sub-models), and describes the technical functionality exposed
by the administration shell or respective assets.

After the German research and development companies indicated herein were joined by relevant
French (Alliance Industrie du Futur in France) and Italian (Piano Industria 4.0 in Italy) organizations,
the 14.0 component model changed as indicated in Figure 3. The AAS consists of a body and a header;
the header contains details identifying the AAS and the represented asset, while the body comprises a
certain number of sub-models for an asset-specific characterization of the AAS.

Access on information and functionalities

ADMINISTRATION SHELL

Smart Manufacturing Component Header

Body

Asset (Smart
Jacket)

Runtime data (from the Asset)

Figure 3. The Asset Administration Shell (inspired by [13,19]).
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These sub-models represent different aspects of the asset concerned; thus, for example, they
may contain a description relating to the safety or security but also could outline various process
capabilities, such as drilling or installation. Possible sub-models of the AAS are indicated in Figure 4.

Administration Shell

IEC TR 62794 & IEC 62832 Digital factory

Submodels Standards

Identification ISO 29005 or URI unique ID

Communication IEC 61784 Fieldbus profiles

IEC 61360/ISO13584 Standard data elem.; IEC 61987 Data
Engineering structures and elements;

Ecl@ss database with product classes

Configuration IEC 61804 EDDL; IEC 62453 FDT
EN ISO 13849; EN/IEC 61508 Functional safety discrete;
Safety (SIL) EN/IEC 61511 Functional safety process; EN/IEC 62061
Safety of machinery
Security IEC 62443 Network and system security
Lifecycle status IEC 62890 Lifecycle

Energy Efficiency | ISO/IEC 20140-5

Condition

. VDMA 24582 Condition monitoring
monitoring

Examples of AAS Drilling, Milling, Deep drawing, Clamping, Welding,
usage Painting, Mounting, Inspecting, Printing, Validating

Figure 4. Possible AAS sub-models (inspired by [19]).

Generally, the aim is to standardize only one sub-model for each aspect. Such a scenario will
enable us to search for, e.g., a welding machine via seeking the AAS containing “welding” with
relevant properties. A second sub-model in the example, e.g., “energy efficiency”, could ensure that
the welding station will save electricity when idling.

Each sub-model contains a structured quantity of properties which can refer to data and functions.
A standardized format based on the IEC 61360 is required for the properties; the data and functions
may be available in various complementary formats. The standards that govern the formation of the
individual sub-models (Identification, Communication, Engineering ... ) are summarized in Figure 4.

The properties of all the sub-models therefore result in a constantly readable directory of the key
information of the Head of the AAS and thus also of the I4.0 components. To enable binding semantics,
we must clearly identify the AAS, assets, sub-models, and properties. The permitted global identifiers
are the ISO 29002-5 (e.g., eCl@ss and the IEC Common Data Dictionary) and URIs (Unique Resource
Identifiers, e.g., for ontologies).

At present, the literature [13,19-21] available from the Industry 4.0 Platform website enables the
researcher to seek the requirements concerning the creation of the AAS; such requirements are also
outlined within this chapter, Figure 5. These items, including relevant examples, are characterized
more closely in papers [13,19].
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Requirement

An administration shell accepts properties from different technical domains in mutually distinct
submodels that can be version-controlled and maintained independently of each other.

The administration shell should be capable of including properties from a wide range of technical
domains and identifying which domain they derive from.

To find definitions within each relevant technical domain, different procedural models should be
allowed that respectively meet the requirements of standards, consortium specifications, and
manufacturer specification sets.

Different administration shells associated with an asset must be capable of referencing each other. In
particular, elements of an administration shell should be able to play the role of a “copy” of the corre-
sponding components from another administration shell.

Individual administration shells should, while retaining their structure, be combined into an overall
administration shell.

Identification of assets, administration shells, properties and relationships shall be achieved using a
limited set of identifiers (IRDI, URI and GUID), providing as far as possible offer global uniqueness

An administration shell should allow retrieval of alternative identifiers such as a GS1 and GTIN
identifier in return to asset ID (differencing).

The administration shell consists of a header and a body.
The header contains information about the identification.
The body contains information about the respective asset(s).

The information and functionality in the administration shell is accessible by means of a standardized
application-programming interface (API).

—_

—_
N

An administration shell has a unique ID.

—_
W

An asset has a unique ID.

(=

An industrial facility is also an asset: it has an administration shell and is accessible by means of ID.
Types and instances must be identified as such.

An administration shell can include references to other administration shells or Smart Manufacturing
information.

(==
(o)}

—_
N

Additional properties, e.g. manufacturer specific ones must be possible.

—_
o]

A reliable minimum number of properties must be defined for each administration shell.

The properties and other elements of information in the administration shell must be suitable for types
and instances.

=
e}

N
=

There must be the capability of hierarchical and countable structuring of the properties.

N
[y

The properties shall be able to reference other properties, even in other administration shells.

The properties must be able to reference information and functions of the administration shell.
Figure 5. The requirements on the Asset Administration Shell (inspired by [19]).

Although the majority of the requirements relate to the software, some of the points have to
be considered already in the procedure of designing the hardware, or the entire system. The set of
requirements that can be regarded as pivotal comprises items 1, 4, 5, 14, and 17 from the table in
Figure 5.

3. Asset Administration Shell of Operator

As mentioned earlier, every production element (e.g., a product, a machine, and control systems)
has its own AAS in the context of 14.0. The question, however, is how to implement an operator
AAS. We suggest that the manufacturing operator wear a SmartJacket with sensors; the jacket is
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designed to collect and evaluate data of the operator and the manufacturing cycle, facilitating easier
decision-making or intervention in emergency situations.

The sections below characterize the properties of the design and propose three use cases to
illustrate the connection of sensors in a SmartJacket worn by an operator.

3.1. Use case I: Wireless Connection of the Sensors at the Shop Floor Level

This use case describes the smart sensor implementation scenario where each SmartJacket sensor
communicates in a decentralized manner with the coordinator present at the shop floor level (Figure 6).
Such sensors, being independent of the centralized element embedded in the operator’s jacket, are
labeled as smart. The data can be dispatched directly to a cloud or to a local server via data concentrators.
The Asset, namely, the operator, will carry an HMI device (a tablet or a cell phone) that can function as
the Administration Shell. Another option rests in running the Administration Shell on a cloud/server
to which the HMI will be connected as a client.

Manufacturing Hall (nrn

((T))V | H ()

Machine 1 Machine 3

) ()

/ Machine 4

./

. - > |
U T o0

il . .
| Wireless comm link

\ !l Data concetrator
_

Local servers
c‘? j HMI Panel

0 Data bus

Figure 6. Use case I: wireless connection of the sensors at the shop floor level.

The described solution is based on the idea that none of the sensors depends on the centralized
module in the operator’s jacket.
This concept offers the following advantages:

e  The sensor can be embedded into any jacket having a suitable pocket.
e  Connection to the centralized element is not required.
e The sensors are easily removed from the jacket before washing or similar tasks.
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The disadvantages:

e Large shop floors require more powerful transmitters, thus potentially causing and increase in
the energy consumption as well as shortened battery life.

e  The devices may overload or interfere in the communication line. Practically, wherever multiple
devices are assumed, we need to use networks designed for servicing the required load. A network
collapse or malfunction may be prevented also by reducing the communication interval or utilizing
various bands and channels.

e A higher transmitting power may cause problems related to applicable health or safety limits
(SAR).

e  Wireless networks are more vulnerable to cyber-attacks. Research is being performed in this field
to substantially reduce or eliminate such risks.

e  Although the communication is mostly non-deterministic, the WIA-PA network supporting
TDMA is usable. Such a solution, however, could result in a major data delay if multiple devices
are connected.

The advantages and drawbacks indicate the necessity to discriminate between the data in terms
of their importance to ensure preference and deterministic transmission/reception for important items;
the remaining data will then be sent during low preference periods.

As regards the wireless networks convenient for Use case 111, it is possible to consider several
standards, namely, the IEEE 802.11 (WiFi); 802.15 (Bluetooth, ZigBee, WirelessHART, WIA-PA, and
others); 802.16 (WiMAX); and ISO 18000-7 (ISM radio frequencies and LPWAN). After comparing the
capabilities of the networks as well as the availability and cost of the modules, appropriate modules
can be selected.

In this use case, the communication is performed over WiFi and LPWAN (Sigfox, LoraWAN,
NB-IoT). The assumed operations include data monitoring and logging from the sensors, operator
warning or instruction, and HMI-based evaluation and visual representation.

3.1.1. Communication between the Sensors over a WiFi Network

Multiple factories guarantee WiFi connection at every spot inside the shop floor. Such a solution
does not place any additional demands in view of the communication infrastructure, with a transmission
power and theoretical coverage of up to 500 mW and 1 km in free space, respectively. The transmission
power rates depend on the distance, ranging between 250 Mb /s at short distances and minimum speeds
in the order of kbps in more complicated situations.

The SmartJacket sensors can be suitably completed with the IoT ESP8266 or the more modern
ESP32 modules [22]. The modules are certified for the lIoT, and their benefits rest in the comparatively
low cost, good availability on the market, and a large developer community.

The Table 1 shows that the ESP8266 module is more convenient for a battery-supplied smart
sensor: In case of a signal loss, the sufficient memory capacity enables the data to be logged inside the
device and then sent with a timestamp. The module can pass into the deep sleep mode and awake
periodically to reduce the average consumption by up to two orders of magnitude.

Table 1. Specification of the ESP8266 and ESP32 modules.

Specifications ESP8266 ESP32
Memory 160 kB 512 kB
GPIO 17 36
Working Temp (°C) —40 to +125 —40 to +125
Clock Speed 80 MHz 160 MHz (DualCore)
Price including VAT 5€ 20€
Range <100 m <130 m

Power consumption, Tx 150 mA 210 mA
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The drawback of any solution utilizing the module lies in the very 2.4 GHz band, which may
be significantly busy and noisy; moreover, when multiple sensors are employed, the WiFi method
becomes completely inapplicable for the given purpose. Using the IEEE 802.11b/g/n standard is also
less dependable with respect to cyber safety. Further, the energy consumption reaches such levels that
a 1 Ah battery would not last more than a day.

The discussed issues seem to be less serious with the 802.11ah WiFi HaLoW [23], which provides
for less energy intensive communication at 2.4 GHz, 5 GHz, and 900 MHz. The last of these frequencies
is beneficial at larger ranges, and it offers reduced interference by other devices. Interestingly, despite
the fact that devices operating with WiFi HaLoW are still scarcely available and the infrastructure
to support the standard is yet to be established, the presented option exhibits a major application
potential in IoT networks.

3.1.2. Sigfox

The Sigfox network finds use in sending short messages at longer intervals (the maximum of
144 messages can be sent out in 24 h, once per 10 min). Message reception is possible only four times
a day, and charges apply to each device. These aspects then make Sigfox unsuitable for SmartJacket
sensors. As regards the properties of the network, its European version operates at 868 MHz, and the
transmission performance reaches up to 25 mW. Theoretically, the transmission is effective as far as
40 km (or 10 km in urban areas) from the source [24,25].

3.1.3. LoraWAN

Using the LoraWAN radio communication protocol facilitates long-distance data transfer at low
energy consumption; moreover, the inherent interference resistance and sufficient communication
safety rate are indispensable in the industrial environment [26,27]. LoraWAN exploits the mesh
architecture, meaning that the protocol not only sends each end element but also receives and forwards
messages; such a capability expands the range of the network, yet only at the expense of its higher
complexity and lower throughput. The European mutation of LoraWAN operates at 868 MHz, and the
transmission performance reaches up to 25 mW. Theoretically, the transmission is effective as far as
20 km in an open space (or 5 km in urban areas). The communication is standardized.

The network consists of end instruments and gateways (data concentrators). The initial gateway
cost amounts to approximately 300 € per item. To increase the coverage rate, several LoraWAN
gateways have to be applied. The indoor reach is about 1 km.

Different LoraWAN modules are marketed, featuring diverse frequencies, trasmission power
rates, and consumption. The prices oscillate between 5 € and 30 €, but this range does not comprise
the cost of a microcontroller to drive the communication module. Common module parameters are as
follows: working temperature —40 °C to +80 °C; sleep mode current approx. 0.2 uA; data reception
current <10 mA; and transmission current <120 maA.

The description reveals that LoraWAN embodies a prominent solution for SmartJacket and other
industrial sensors. The protocol’s inexpensive infrastructure guaranteeing a long-distance range, good
interference resistance, and long battery duration are ideal properties for the given purpose.

3.1.4. NB-IoT

NarrowBand utilizes a licensed LTE band [28,29]. The network is characterized by low energy
demand and a high indoor coverage rate, properties that make it convenient for mobile signal areas.
Simultaneously, however, the solution is among the most expensive ones within LPWAN, with the
end device prices starting at 40 € depending on the features. For SmartJacket sensors, the optimum
choice rests in the cheapest and least energy intensive variant. The price of the actual communication
chip, although lower than that of the end module, does not compromise the cost of an applicable
microcontroller and related electronics.
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From the perspective of the purchase cost, the use case does appear suitable for the SmartJacket.
This network nevertheless embodies a viable approach to configurations with multiple devices,
especially where large factory implementations are assumed. The infrastructure can be built at a
cost smaller than that of numerous sensors, jackets, and other equipment.

3.1.5. Use case I: A Brief Summary

In this use case, the SmartJacket functions only as a signal carrier. No interconnection of the
sensors is required, because the SmartJacket AAS is stored and run in the HMI, and all data associated
with the operator (the AAS of operator) are downloaded from a cloud or local server. The operator
AAS too can be run on a server or cloud; in such a case, the HMI is only a client of the AAS. The data
to be sent to the jacket (such as an alert or a navigating instruction) can pass directly to the end device
or cloud/local server, from which the information is then periodically drawn.

Another option is to store the AAS in the local server or cloud; in this case, the operator’s HMI
would connect as a client.

In terms of effectivity classification, WiFi constitutes the optimum response to the requirements of
small-sized factories that do not wish to create a new network infrastructure; the coverage, however,
must be sufficient at all spots where operator presence is likely. The ideal configuration would then
rely on separate operator, administration, and manufacturing networks to avoid possible security risks.
A major drawback of the WiFi scenario is the low battery life, an issue which may cause the overall cost
to reach a level where the LoraWAN-based solution already seems to be more beneficial (see Table 2).

Table 2. Use case I: A comparison of the communication technologies.

Technology PHY Standard Pros Cons
- Very complex
+ Widespread - High protocol overhead
- + Medium range, typically 100 m - High latency, typically 300 ms
WiES [EEE802.11 a/b/g/n + High data rate - High radiation pollution
+ High radiation performance - Signal interference

- High power consumption

+ High range
Sigfox LPWAN + Wide range coverage - Low message rate
+ Low power consumption

+ High range
+ Wide range coverage

LoraWAN LPWAN . - Medium initial costs
+ Low power consumption
+ High message rate
+ High range

NB-IoT LPWAN + Wide range coverage - High initial costs

+ Low power consumption
+ High message rate

If the funds to be invested into the network infrastructure are not a critical factor, LoraWAN
embodies an interesting option: Even though the modules and end devices will be more sizeable, they
will last markedly longer during one battery active cycle. The range is also much larger, reducing the
number of gateways needed.

The scenario that exploits individual modules offers the significant advantage of quick faulty
device removal. Further, it is possible to create a new module with another sensor and to assign
this sensor to the given operator in the AAS; such a step will diminish the possible need to reset the
central concentrator.

The interconnection of the end devices and the AAS or a different factory infrastructure at the
physical and the link layers will be executed via the above technologies. For the application layer it
appears most convenient to apply UPC UA or MQTT, which support publish/subscribe. Compared to
MQTT, OPC UA carries the advantage of being independent from the central element. When modifying
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the AAS of operator, OPC UA is more effective as it enables us to easily configure the structure by
using an XML definition; thus, we can add or remove a device comprised in the operator AAS.

3.2. Use case 11: Wireless Interconnection of SmartJacket Sensors

Use case II demonstrates the possibilities of implementing a SmartJacket with wireless smart
sensors; from the external perspective, the implementation then behaves like an autonomous (or
cyber-physical) system within the shop floor. For illustration, we will employ the previously described
wire system to define available options as regards its conversion into a wireless one in terms of the
architecture, design, and implementation technologies. In this use case, the AAS is integrated directly
into the central component (data concentrator).

The fundamental idea of the present scenario is that each sensor in the SmartJacket system will
communicate with the central control component (the central communication element behaves like an
edge interface) and will also be physically contained in the system (Figure 7).

Manufacturing Hall (:T>)

(s

Machine 1 | Machine 3

Machine 4
Machine 2

()

-‘ J \— . .
(R | Wirelesarcommlink (L7 Data concetrator
— r~

Local servers

J \

Z | HMIPanel

0 Data bus

Figure 7. Use case II, with the data concentrator directly in the SmartJacket.
The approach is characterized by the following advantages:

e Each sensor will be encased at its location to reach a higher level of water and particle
ingress protection.

e No wire has to run between the sensor and the central component, and such a configuration
eliminates possible damage due to regular use or washing.

e  The user may opt for wireless transmission components with lower radiation to meet safety and
health-related limits (such as those regulating EMC interference or SAR).
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e  Components having lower wireless radiation performance consume less energy that those with a
regular performance rate.

The concept, however, also exhibits certain specific drawbacks, and these are currently examined in
both the industrial and the academic environments to reduce their overall impact. Such disadvantages
include:

e  Less reliable communication due to interference and effect of the environment.

e Non-deterministic communication process, an issue eliminable via various academic and
industrial solutions that emphasize more robust transmitters and receivers as well as higher
radiation performance.

e Increased sensitivity to attacks seeking data invalidity or misappropriation. Research is being
conducted in this field to substantially reduce such risks.

In this scenario, we will characterize individual technologies usable on individual layers of the
ISO/OSI communication model for interconnection between the sensors and the data concentrator.
Further, the suitability of the technologies will be discussed, and a real system will be designed with
inexpensive and well available components.

3.2.1. Connecting the Sensors: the Physical and the Link Layers

On the physical layer of the ISO/OSI reference model, wireless communication (such as that
realized over the radio) is determined by relevant standards, which not only specify the communication
bandwidth and speed together with the maximum radiation performance but also define the link
layer as it directly interacts with the physical layer. Major standards for physical layer communication
include the IEEE 802.11 (WiFi), IEEE 802.15 (Bluetooth, Zigbee and others), 802.16 (WiMAX), and ISO
18000-7 (ISM radio frequency).

On the physical layer, the IEEE 802.11 standard recognizes various transmission procedures, and
this variation gradually produced partial standards such as the IEEE 802.11a/b/g/n. Such standards
utilize diverse methods that define the frequency and modulation specifications. Each standard
comprises two layers, and these are as follows: (a) A PMD (Physical Medium Dependent) layer, which
is associated with the radio transmission of the signal, ensures the modulation, and specifies the signal
frequency and magnitude; (b) a PLCP (Physical Layer Convergence Procedure) layer, which adds
data on the method applied at the PMD level to the link layer frameworks, ensures synchronization,
identifies the beginning of a framework and implements the safety measures.

Leaving out the possibility of utilizing the infrared band, the techniques applicable at the level of
the PMD layer are the following ones:

e  Direct Sequence Spread Spectrum (DSSS): exploits transmisson over a spread spectrum with a
pseudorandom spread code and redundancy to improve the reliability;

e  Frequency Hopping Spread Spectrum (FHSS): utilizes carrier frequency switching across the
spectrum by means of a pseudorandom code (applicable in Bluetooth);

e  Orthogonal Frequency Multiplex Division (OFMD): relies on securing orthogonality in signals
coded via amplitude (QAM) or phase-shift keying (PSK) modulation.

The IEEE 802.15 standards specify local wireless networks; the IEEE 802.15.1 embodies the basic
standard for the Bluetooth physical layer and the IEEE 802.15.4 applies to the ZigBee and WirelessHART
layers. The IEEE 802.15.5 standard characterizes the mesh technology directly at the data link layer,
enabling us to set a communication topology other than star. At the physical layer, the technologies
operate on frequencies similar to those used by WiFi; the standard thus also specifies how these
networks can coexist.

The IEEE 802.16 and IEEE 802.15.3 standards relate to wide (metropolitan) range networks, where
higher radiation performance limits are available; these technologies therefore remain inapplicable for
the SmartJacket, considering its transmitters are located very close to the human body.
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Another state-of-the-art wireless technology consists in Near Field Communication (NFC),
described within the ISO/IEC 14443 standard. This approach facilitates bidirectional communication at
speeds and lengths up to 424 kb/s and 10 cm, respectively. In view of such parameters, the technology
cannot be employed in the present use case.

Another option to conduct communication between the sensors and the data concentrator rests
in utilizing a free sub-1GHz ISM radio frequency (for example, 433 or 868 MHz). As these bands are
reserved for free use, many of their sections are noisy due to the effect of other devices, and the overall
reliability of the technique is thus reduced. The discussed frequencies exhibit major absorptivity by the
human body; thus, the transmitter would have to provide a high radiation performance, resulting in
an increased energy consumption rate. For these reasons, the approach also appears to be inconvenient
in the given context.

At the link level, the IEEE 802.11 standard defines a MAC (Medium Access Control) layer, for
which a non-deterministic method to facilitate access to the CSMA /CA bus is specified, and an LLC
(Logical Link Control) layer to ensure the addressing and to direct the data flow.

The IEEE 802.15.4 defines at the link layer merely a MAC sublayer, whose purpose is to
interconnect the participants into a network by using the CSMA /CA protocol. The networked devices
then may communicate over the peer-to-peer mode or, alternatively, respect star topology. The higher
levels are defined by the individual technologies, such as ZigBee.

In version 4.0, Bluetooth contains the Bluetooth Low Energy (BLE) mode to cooperate with
devices exhibiting a performance, range, and communication speed of up to 0.5 W, 50 m, and 1 Mb/s,
respectively. The mode is also capable of defining profiles for certain tasks, including blood pressure or
heart rate measurement, localization, and other operations. At the application level, the mesh function
is supported to facilitate communication between the network participants.

The ZigBee technology ensures contact up to the distance of 75 m; multi-hop ad-hoc routing, if
used, nevertheless enables data transmission over longer distances even without direct radio visibility.
The maximum transmission speed equals 250 kb/s. The link layer defined by the IEEE 802.15.4 offers
the possibility of using either the star of the mesh topologies, ensured by the network layer. At the
application layer, the technology comprises application objects; the layer is also responsible for pairing
devices as required [30].

3.2.2. Interconnecting the System and a Factory Server

The system can be connected with a factory server by employing one of the above technologies
at the physical or the link layer. At the application layer, it is generally convenient to apply a
standard protocol, for example, Message Queuing Telemetry Transport (MQTT) or Open Platform
Communication Unified Architecture (OPC UA) [31]. Both of these options facilitate the use of
variables and also publish/subscribe communication.

The MQTT tool is only a protocol for sending short, periodic messages; functionally, it requires a
central element, the Message broker, to control the data flow and the contact between the participants.
The OPC UA connects the data model, or the defined structure, and the communication protocol to
handle the data and to execute the operations.

3.2.3. Use case II: A Brief Summary

Considering the basic facts (as summarized in Table 3), WiFi, Bluetooth (its low power version
in particular) and ZigBee appear to be convenient for interconnecting the sensors and the central
data concentrator. As specified within the IEEE 802.11 standard, WiFi provides higher radiation
performance rates, and humans are recommended to maintain a distance of no less than 1 m from
relevant transmitters to avoid spurious health effects; thus, the technology is not suitable for the
discussed use case. The second candidate, Bluetooth (or the BLE mode), exhibits a lower protocol
overhead and a short response time; this property facilitates faster device connection, increases the
theoretical data transmission speed up to 1 Mb/s, and reduces the energy consumption rate down
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to as low as 5%. When in the BLE mode, the devices sleep and may send data at pre-defined time
intervals. The interrupted data flow embodies a major disadvantage; simultaneously, however, the
standard specifies applicable health care profiles. ZigBee exploits the mesh technology at the network
layer, and therefore its range may be expanded; compared to BLE, ZigBee is characterized by a higher
radiation performance and energy consumption.

Table 3. Use case II: A comparison of the communication technologies to interconnect the sensors.

Technology PHY Standard Pros Cons
+ Widespread - Very complex
_— + Long range, typically 100 m - High protocol overhead
WiFi IEEE802.11 a/b/g/n + High data rate - High latency, typically 300 ms
+ High radiation performance - High radiation pollution
+ Topology star/mesh ) .
ZigBee IEEE802.15.4 + Short latency, typically 30 ms Low data rate (typically)
: 250 kb/s
+ Long range, typically 75 m
+ Low radiation
Bluetooth LE  IEEE802.15.1 + Short latency, typically 3ms o hoe typically 10m

+ Data rate up to 1 Mb/s
+ Low power consumption

- Signal interference
- Low data rate, typically
200 kb/s.

+ Lone range up to 100 km

sub-1GHz 15018000-7 .
+ Low power consumption

As regards the communication between the data concentrator and a factory server, WiFi seems to
be the optimum choice due to the high availability of relevant components on the market and wide
use. At the application layer, the MQTT tool seems to offer a viable solution because it features energy
saving operation and supports periodic sending of short messages. This capability is advantageous
especially in cases where the data concentrator does not contain advanced artificial intelligence
functions and is expected to transmit the sensor data directly to the server or, alternatively, to the
manufacturing system operator. The OPC UA technology is currently considered the upcoming data
representation standard; according to VDE/ VD], it even constitutes the basis of the AAS. The AAS as
such may communicate by using MQTT operating above OPC UA. In the data concentrator, it appears
more beneficial to employ solely OPC UA as this tool contains elements that satisfy the standard
communication security requirements.

3.2.4. Designing a Demonstration System

Based on the data in Table 3, we identified the BLE mode as the most suitable option for connecting
the sensors with the data concentrator embedded in the jacket. The best option for the data concentrator
probably consists in a smart phone because such a device is normally available to the operator.
The phone will then communicate with the factory system over WiFi, which offers a suitable pass
rate and superior accessibility. Thus, WiFi is the best choice for communicating at the factory level.
At the application level, the data exchange will materialize through the OPC UA protocol, mainly
due to its role as a standard industrial data exchange instrument and the basis of the AAS. The Asset
Administration Shell will then constitute the communication interface to monitor and exchange data
between the SmartJacket and the factory system. The diagram of the system is identical with the
common scheme of Use case II (Figure 7).

3.3. Use case 11I: the Interconnection of Smartjacket Sensors

The last use case consists in utilizing the wired technology to connect the SmartJacket sensors to
the central element (see Figure 8), which is to ensure wireless communication with the environment;
this scenario enables us to save a significant amount of electricity.
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Figure 8. Use case III: Wired interconnection in the SmartJacket.

Within Use case 111, the operator AAS can be stored either in a data concentrator or directly in the
HMI. The central unit, namely, the data concentrator, gathers all data from the sensors and sends the
information to the HMI via a low-energy wireless path (Bluetooth LE, 802.15.4 LR-WPANSs etc.)

3.4. Summarizing the Use Cases

The wireless mode contributes multiple advantages to the entire concept; in our case, however,
the primary drawback, namely, the electricity consumption and vulnerability of the network to
spurious signals, markedly exceeded the benefits. For this reason, we chose the wired option to design
the operator AAS, utilizing Bluetooth Low Energy to transmit the data between the asset and the
administration shell (the operator and the HMI). The actual procedure is outlined in the following
chapter. Table 4 contains the main characteristics of all the above-described scenarios.
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Table 4. A comparison of the use cases.

Use case Topology Pros Cons

+ No single point of failure: if one or more
endpoints fail, others can still work.

+ A wireless SmartJacket is easier to wash. - Highest power consumption.

! Star + New sensors can be added independently ) B.a ttery at every endpoint.
. - Signal interference.
from the central data concentrator; configured;
and assigned to operator remotely.
+ Dpe to less distance, the power consumption _ Single-point-of-failure central
I Extended star is significantly lower than in Use case I. data concentrator
' + No wires on the SmartJacket: better washing '
and sensor replacement/addition.
+ Lowest power consumption. - SmartJacket difficult to clean.
L Extended star + No spurious signals from multiple wireless - Slr}gle point of failure. '
transmitters. - Wires may break when used in
+ More robust than the other two use cases. an industrial cycle.

4. Implementing Use case I: the Wired Interconnection of the SmartJacket Sensors

In this use case, as well as in the two following ones, we assume the example of an operator AAS
represented by a Human-Machine Interface (HMI) connected wirelessly with a SmartJacket. Use case
III relies on wire connection between the sensors and the central microcontroller, which ensures not
only the data collection from the individual SmartJacket sensors but also the HMI communication.
The network, therefore, is of the star type.

4.1. Block Diagram of the Designed AAS of Operator

Figure 9 shows the block diagram of an operator AAS and the communication interface with
other AASs in a manufacturing process.

HMI AAS

NodeRED on MCU

Smart Jacket

Air quality
sensor

MES AAS

Service Unit 1 AAS

Service Unit 2 AAS

Temperature
Bluetooth
sensor
4.0 module
Ultrasound
SENSor Arduino
LilyPad
LED left i
sleeve

LED right
sleeve

Transport UnitAAS

Figure 9. A SmartJacket operator represented via the HML

The HMI includes information about the operator and also values from the SmartJacket sensors.
Our design assumes generation of an operator AAS via NodeRed running in the HMI. NodeRed is a
programming tool to wire together hardware devices, APIs, and online services in new, interesting
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ways. The communication within a smart factory will involve using the OPC Unified Architecture
(OPC UA). Figure 9 indicates that three significant elements are created in NodeRed: a) an OPC
UA bridge to facilitate data conversion from string or MQTT messages into an OPC UA message; b)
an OPC UA client to communicate information to other AASs, such as an AAS or MES service and
transport units, in the production cycle; and ¢) an OPC UA server to receive information for visualizing
the Graphical User Interface (GUI).

4.2. Smartjacket Component

Based on the scenario and intention to control and monitor important industrial parameters
at a shop floor, the smart maintenance jacket is integrated with a use case. To preserve worker or
operator safety on the industrial shop floor, the item is configured with an Arduino LilyPad and
sensors (Figure 10), [7,32]. The primary functionality and components of the jacket are outlined below.

(b) (c)

(d

(a)

Figure 10. (a) An Arduino LilyPad and the wire connection of the sensors; (b) An MQ-135 air quality
sensor; (¢) An HC-SR-04 ultrasonic sensor; (d) a DS18B20 1-wire temperature sensor.

The central part of the smart maintenance jacket consists in an Arduino Lilypad with a SparkFun
bluetooth module (BlueSMiRF). The Lilypad is suitable for smart wearable things (e-textile projects)
due to its size and weight. The Lilypad model configured in the jacket utilizes an ATmegal68
microcontroller, which has 14 analog and digital I/Os. The LilyPad Arduino was designed and
developed by Leah Buechley and SparkFun Electronics (Niwot, CO, USA).

The BlueSMiRF is the latest Bluetooth 4 wireless serial cable replacement by SparkFun Electronics
(Niwot, CO, USA). The modems work as a serial (RX/TX) pipe: any serial stream from 2400 to 115,200
bps can be passed seamlessly from Arduino.

The components wired to the central Arduino LilyPad MCU are as follows:

e An MQ-135 air quality sensor to detect NHj3, NOx, alcohol, benzene, smoke, or CO, and to
analyze air quality. This sensor is embedded in the smart maintenance jacket, with the aim to
prevent breathing at a polluted area or processing plant.

e  An HC-SR-04 ultrasonic sensor. This small module embodies a cheap solution to measure distance
up to 4-5 m via ultrasound. In order to prevent hazardous situations at the shop floor (heavy
manufacturing plants), the sensor warns the bearer quickly with a buzzer located at the back of
the jacket neck.

e  For the temperature measurement, we used a DS18B20 1-Wire digital temperature sensor by
Maxim IC. The device reports degrees of Celsius between —55 and 125 at 9 to 12-bit precision,
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with a resolution of 0.5 °C. Each sensor has a unique 64-bit serial number etched into its body;
this allows a large number of sensors to be used on one data bus.

e  The SmartJacket contains an RGB LED strip (five diodes) on the left and right sleeves. If the
MQ-135 sensor recognizes impaired air quality, the operator’s right sleeve flashes yellow. If a
problem is detected nearby, both sleeves blink red and the buzzer produces an intermittent tone.
Similarly, upon a manufacturing fault event the left sleeve will flash red and the right one green.
The operator will then identify the GUI where the malfunction occurred.

e A power bank (10,000 mAh).

4.3. NodeRED Dashboard

The Arduino LilyPad utilizes a Bluetooth module to send data addressed to the HMI. In the
proposed solution, the serial data are received also via a Bluetooth module. We obtain one string
consisting of the temperature value, distance value, and air quality. The next step then lies in splitting
the data into separate variables to be publishable via the GUI (dashboard). Figure 11 presents the
current and daily data of the measured values in charts. In addition to the actual visualization, the

measured data can be sent to the OPC UA server [31]. To execute this operation, we use the node OPC
UA IoT Write.

Temperature (°C) Air Quality (ppm) Distance (cm)

.. \
] 24.31"{_ 256ppm —6cm

18 600 0 300

Current Temperature (°C) Current Air Quality (ppm) Current Distance (cm)
10
300
200 150
100

L] 0
150646 150647 150649 150646 15:06:48 150650 150646 150648

Daily Temperature (*C) Daily Air Quality (ppm) Distance per day (cm)

0
24600 pm 256,00 pm 30700pm 24600 pm 256.00pm 30700 pm

Figure 11. The Graphical User Interface: the value measured by the SmartJacket.

The Write node facilitates sending the data to the OPC UA server: It handles single and multiple
data requests. All write requests will produce an array of StatusCodes for writing in the server.

The main drawback of this use case is the fixed attachment of the sensors by means of wires or
smart fabric because such a solution prevents easy removal of the sensors before washing the jacket.
In our research, the SmartJacket and the HMI also become centralized elements, although decentralized
systems are the preferred recommendation for 14.0 implementations.

5. Discussion and Conclusions

The paper discusses the options available for introducing sensors and other manufacturing
process instrumentation into the environment of a digital factory within Industry 4.0. The concept of
14.0 is characterized by a brief description of the RAMI 4.0 and the 14.0 component models. In this
context, the article outlines the structure of an 14.0 production component, interpreting such an
item as a body integrating the asset and its electronic form, namely, the Asset Administration Shell
(AAS). The formation of the AAS sub-models from the perspectives of identification, communication,
configuration, safety, and condition monitoring is also described to complete the main analysis.
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The authors propose the idea that the SmartJacket embodies a solution fully applicable in a digital
factory. The jacket carries data collecting sensors and safety elements such as RGB LED sleeve strips;
upon a pre-defined production event, a LED strip will flash with an appropriate, assigned color.

The research published in papers [12,18] involved creating the AAS of operator and setting up
three use cases to describe the interconnection of SmartJacket sensors in both the actual equipment (its
fabric) and the shop floor.

The use cases demonstrate the advantages and drawbacks of the individual applicable scenarios,
specifying the diverse options and solutions as follows: a) The entire jacket embodies an 14.0
component, and the information from the sensors is communicated to the database either over the
wires in the fabric or wirelessly; b) each of the sensors and instruments is equipped with its own
means of communication to independently convey data to the database (a cloud or a local server); c) a
smart phone is employed to function as the edge device to implement the AAS and to wirelessly send
information to the sensors. In all of the cases, the operator is invariably an active subject influencing
the process via smart tools, such as Google glasses.

Prospectively, the capabilities of the SmartJacket AAS will be expanded to cover artificial
intelligence tasks, including smart operation, evaluation of the operator’s biological functions,
emergency warning, and rescue intervention.
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Abstract: The paper discusses new trends within communication protocols of the Internet of Things
(IoT), focusing especially on the enhancement of the IoT’s real-time abilities and summarizing the long-
term knowledge and experience of the authors. Considering the previous standardization attempts of the
ISO and IEEE, we may expect that the novel research projects will facilitate major progress in real—time
communication systems to satisfy common requirements of industrial automation, information and
audiovisual technologies, mechanical engineering, management, banking, medical care, and multiple
other sectors covered by the Internet of Things (IoT). In this context, time-sensitive networks (TSNs)
appear to embody a most effective approach to securing reliable communication for the future.
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Keywords: Internet of Things (IoT), Industrial Internet of Things (IToT), Open Platform Communication
— Unified Architecture (OPC UA), Time-Sensitive Networks (TSN)

1. INTRODUCTION

Industry 4.0 reflects recent demands and directions of the
advanced, customer-specific market within various
manufacturing sectors. The prospective aim of large-scale
factory production then consists in reducing the prices of
final products. This ambitious goal is to be reached by
utilizing the method of automated production exploiting data
from individual production processes; the research and
development stages of the manufacturing procedure; edge
and cloud computing; and, first of all, powerful open global
communication systems facilitating the transfer of multiple
data types. In this respect, a tool of major importance rests in,
the Internet of things (IoT). Due to the great variety of data in
the IoT, the system - its European version in particular -
might be classified into three categories: the IoT (Internet of
Things), CloT Commercial [0T), and industrial loT (IIoT)
(Marcon et al., 2017 — 2019, Slanina et al., 2017, Dedek et
al. 2017).

The individual branches differ in performance and
applicability: While the CloTs puts less emphasis on hard
real-time (R-T) communication, the IIoT enables
communication in near real-time parameters. By extension,
the CloT has been set up to be a standard commercial
homogenous Ethernet-based network, whereas the IIoT
exploits heterogeneous industrial networks based on
Industrial Ethernet standards. Thus, IloT networks require
solving gateways among different communication protocols;
the entire activity then comprises strongly oriented issues,
such as the application of Internet technologies and networks

in diverse industries and within information exchange
between various components of industrial production.

The commercial CIoT is intended for more commercial
purposes and activities, including Smart Building, Smart
home, entertainment systems, connected cars, Smart TV,
cloud connections, big data, and homogenous TCP/IP
networks. The IIoT, conversely, finds use in Smart Grids,
Smart Cities, Smart Factories, and all sections of the 14.0 in
general; in this domain, heterogeneous Industrial Ethernet is
used, in association with industrial fieldbuses and lower
industrial networks and protocols.

A major precondition for realizing the above-specified
production style consists in the actual IoT. For the purposes
of the process, the data transmission in the existing IoT
technology is not sufficient, because the current Internet of
Things and Industrial Internet of Things exploit the
stipulations of the IEEE 802.1 group. To facilitate real-time
communication with a hard deadline and precise
synchronization, the present IoT technology cannot be
recommended; at this time, relevant properties are embedded
in industrial Ethernets only. These, however, are intended for
the transmission of small data frames; smaller and simple
network topologies; and lower amounts of nodes than
necessary for IoT use. The disadvantage was indicated
already during the launching of the IoT, and the ISO and
IEEE, major producers of industrial automation designers and
manufacturers, and the IEEE 802.1Q standardization group
thus undertake intensive corrective efforts. These activities
are oriented towards enhancing the real-time properties of the
IEEE 802.1 standard. Given the interest of highly developed
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countries in the development and implementation of Industry
4.0, time-sensitive networks appear embody the only
communication technology that can be standardized to enable
interfactory communication of the future.

2. THE INDUSTRIAL ETHERNET AND
REQUIREMENTS OF R-T COMMUNICATION VIA IOT

Previously, since the very beginning of the 21st century, there
arose and persisted the necessity to enhance the
communication speed of industrial networks (field-, device-,
and sensor-actuator buses). As no solution was proposed by
the IEEE’s standardizing branches, manufacturers and related
corporations developed their own real-time Ethernet-based
communication tool, namely, the Industrial Ethernet. The
IEEE organizations eventually only established about 10
Industrial Ethernet variants as industrial automation
standards; at present, approximately 10 fieldbus standards are
available in addition to the 10 Industrial Ethernet ones. In all,
more than 20 industrial communication standards are
regularly used, prominently including Profinet, EtherCAT,
PowerLink, CCnet IE, Ethernet/IP, and Modbus/RTPS.
Below we will show why the existing industrial Ethernets
(IE) are not appropriate for the loT and IloT.

2.1 Profinet

Profinet, a full real-time communication system, comprises
two complementary solutions. By definition, Profinet RT
embodies a factory solution with a cycle time of up to 1ms.
The quality of services (QoS), however, does not completely
resolve the resource and latency problem. The system ensures
good compatibility with other protocols (HTTP, SNMP,
TCP/IP) but, because of the QoS, is intended for soft real-
time solutions only. Profinet offers the isochronous real-time
(IRT) extension. A relevant part of the Ethernet bandwidth is
reserved for IRT traffic through an extension to the standard
Ethernet HW, Fig. 1.

Isochronal Cycle (for example, 1 ms)

M
1

Red-Phase

Profinet

Profinet RT, IP, TCP, HTTP
RTC3

"

Input data

| | I
A \, T

Output data

Fig. 1. Profinet IRT (Goller, 2019).

Such an arrangement is made possible by precise
synchronization of the clocks in all IRT nodes (by the PTP
protocol); thus, a channel (the Profinet RTC3 phase of the
frame) can be blocked for normal traffic in every cycle. Only
IRT frames in the Red-phase reach the network, and the
nodes send the frames exactly at precalculated times,
enabling efficiency maximization within the red phase. The

red phase can occupy up to 50 % of the Ethernet channel
bandwidth, meaning that the arriving traffic has to wait a
necessary minimum time only.

2.2 EtherCAT

The physical layer of EtherCAT is the standard Ethernet, and
even layer 2 is optimized for fieldbus applications and high
throughput. EtherCAT is not equipped with the classic
Ethernet bridge: It uses a summation frame telegram, which
renders data transmission particularly efficient. Unlike the
classic Ethernet, where a separate frame is dispatched by
each device, EtherCAT sends one frame per cycle. This
frame then contains all data for the addressed devices. While
an EtherCAT frame is being forwarded by a device, the data
for that particular device is inserted into and taken out of the
frame live. Through this procedure, very short cycle times
(even ones below 31.25us) can be achieved. EtherCAT has
also time synchronization, based on the PTP protocol
(EtherCAT Technology Group team, 2019).

‘ Ethernet Header

Ethernet Data ‘ FCS |
| i i |
1 1 ! 1 1
! ! EtherCAT header { : !

I
| 14Byte 1 Ilbit lbit 4bit | 44% _ 1498 Byte 14 Byte |
‘Etheruet Header| Length |Res.| Type 1 ... nDatagrams ‘ FCS |

~— A

1%t EtherCAT Datagram DL ‘ n' EtherCAT Datagram

10 Byte 0 - 1486 Byte 2 Byte
‘ Datagram Header Data ‘ Working Counter
8 bit 8 bit 32 bit 11 bit 3 1
‘ Cmd | Idx ‘ Address ‘ Len ‘ R ‘C‘ M‘ IRQ ‘
16 bit 16 bit
‘ Position ‘ Offset |<— Position Addressing
‘ Address ‘ Offset |<— Node Addressing

‘ Logical Address | <«— Logical Addressing

* add 1-32 padding Bytes if Ethernet frame is shorter than 64 Bytes (Ethernet
Header+Ethernet Data+FCS)

Fig. 2. An EtherCAT Datagram (Beckhoff, 2014).

2.3 PowerLink (EPL)

Ethernet Powerlink has adopted the same basic approach as
EtherCAT: It assumes complete control over the Ethernet and
transports IP applications to the nodes by piggy-backing. But
other properties already differ, for example in that Powerlink
does not comprise a summation frame protocol. The real-time
performance in practical applications is nevertheless very
good. A Powerlink cycle consists of three periods, Fig. 3.
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During the Start period, the MN sends a Start of Cycle Frame
(SoC) to all CNs to synchronize the devices; the second
period, or the asochronous phase, then contains payload data
exchange; and the third period marks the beginning of the
asynchronous phase, allowing for the transfer of larger,
untimed data packets, such as parameterization-related ones.

BE E E B ER B
HEEE E B

=

Isochronous
Phase

Cyclei Cycle i+l Cycle i+2 Cyclei+3
H 1l M [
Everyceycele: 1,23 Multiplexed: 4-11 8 data frames in 3 slots

Fig. 3. A Powerlink cycle (Industrial Ethernet Book).

With its mixture of bandwidth, short cycle times, and general
flexibility, Powerlink is suitable for both centralized and
decentralized automation concepts. Close adherence to the
Ethernet standard yields two key features for decentralized
use: cross traffic and free choice of the network topology.

Powerlink can operate exclusively as a software stack
running on a general processor; such an adaptation delivers
soft real-time performance. A more deterministic system
would have to use a co-processor to produce cycle times in
the region of several hundreds of microseconds.

A gatekeeper organization places major emphasis on
Powerlink's ability to use the IEEE802.3 Ethernet standard.
While this is true of the letters and numbers of the standard,
the reality is somewhat less well defined. The most
deterministic Powerlink implementations require master and
slave device nodes to run the protocol stack on gate array
hardware, and the use of any store-forward Ethernet switch
on a Powerlink real-time segment degrades deterministic
behavior. In practice, the network infrastructure is restricted
to the utilization of hubs.

2.4 Other IEs

Industrial Ethernets such as the CCnet IE, Ethernet/IP,
Modbus/RTPS, P-Net on IP, EPA, Vnet/IP, SERCOS III, and
TCnet exhibit features similar to those of the most advanced
embodiments of EtherCAT, Profinet IRT, and PowerLink.

To summarize the characteristics of the above-specified
Industrial Ethernet systems, we can note that their real-time
properties are fully sufficient in industrial applications as
regards the technical parameters. An advantage rests in the

transmission of small data frames, mostly cyclically in the
real-time or hard-real-time benchmark. However, in cases of
more general use, which correspond to the original operating
intentions of the IoT, small amounts of data in a cyclic mode
may be unacceptable; no Industrial Ethernet standard is
therefore used as a communication protocol in the IoT
framework.

3. TIME-SENSITIVE NETWORKING

3.1 General interpretation of TSN

Time-Sensitive Networks (TSN) constitute a set of standards
under development by the Time-Sensitive Networking task
subgroup of the IEEE 802.1 working group (Zezulka et al.,
2016 — 2018, Bradac, 2018). The TSN task group was formed
in November 2012 through renaming the existing Audio/
Video Bridging Task Group. The name changed at the time
because the standardization group’s activities had expanded
significantly. The standards define mechanisms for the time-
sensitive transmission of data over Ethernet networks.

The majority of the projects define extensions to the IEEE
802.1Q — Virtual LANs (Goller, 2019). These extensions
address in particular data transmissions of very low latency
and high availability. Possible applications include converged
networks with real-time Audio/Video Streaming and real-
time control streams, which are used in the automotive or
industrial control sectors. Presently, multiple work tasks are
being carried out also by the AVnu Alliance's specially
created Industrial group, whose efforts are directed towards
defining the Compliance & Interoperability requirements for
TSN networked elements.

Time-sensitive networks are to become the central
communication tools for the 14.0 environment, with the
purpose to fulfill real-time requirements in larger process
areas and to provide or support Industrial Ethernet standards
(IEs) such as Profinet, PowerLink, Ethernet/IP, EtherCAT,
and other IEC 61588 instruments to enable real-time
communication between control systems, operators, sensors,
and actuators in industrial automation systems. Although
TSNs are still being developed and refined, the overall
success of the 14.0 implementation depends on the relevant
standardization. Close cooperation of the IEC 61588
standards and progress in the TSN standardization procedures
is expected. The importance of the TSN topic stems from the
the impact of the real-time issue on Industry 4.0-based
production; compared to present industrial networks, the
envisaged novel communication process comprises a large
amount of links, entities, data, conditions, distances,
heterogeneity of components, and business models. Such a
configuration then constitutes a significant aspect of smart
factories of the future (Diedrich et al., 2015; Grube et al.,
2017).
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3.2 Technical basis of the TSN

The Time-Sensitive Networking goes out from the technical
development of industrial as well as IT networks. They have
a goal to utilize all that has been done in the OPC UA
development and standardization as well as in real-time
properties of the development in the industrial Ethernet area.
The R-T features are in the 14.0 and the IIoT needed not only
in the lowest control and communication levels of the
classical control pyramid but in the all technical — production
— business chain. It is the reason, that the TSN goes out from
technical features of Industrial Ethernet such as the PTP
(Precision Time Protocol) from the IEC 61588 which is
implemented in the most rapid industrial Ethernet standards
(EtherCAT, Profinet, EPL, CC-Link IE). The TSN
organization cooperates during the time of TSN developing
with other standardization organizations to fulfil all
requirements in consideration of requirements from the OT
(Operation Technology) as well from the IT (Information
Technology) areas. To enhance the R-T properties of IIoT, it
is necessary to use the newest standards in the suite of [EEE
802.1. This tendency goes out from the first attempt to
translate video and audio data in real time in cars. The
appropriate standard is 802.1 AVB. For the next industrial
processes are the IEEE 801.1Qbv — the prioritized Time —
Aware — Scheduler. It enables packets and frame
transmission of time-critical data in a prioritized way. In Fig.
4, there are titled several time synchronization mechanisms,
which can be implemented for enhancement of R-T features
of TSNs and are already standardized by the IEEE 802.1
(Vojacek, 2018).

IEEE 802.1 TSN TASK GROUP: Projects/Standards

Overview

IEEE 802.1Qbv

Time-aware shaping (per-queue based)

Timing and synchronization
(mechanisms for faster fail-over of
clock grandmasters)

IEEE
802.1ASrev

IEEE 802.1Qbu | Frame pre-emption

Redundancy (frame replication and

IEEE 802.1CB S
elimination)

Enhancements and improvements for

IEEE 802.1Qcc .
stream reservation

Path control and reservation (based on
IEEE802.1aq; IS-IS)

Cyclic queuing and forwarding

IEEE 802.1Qca

IEEE 802.1Qch
IEEE 802.1Qci

Per-stream filtering and policing

Time-sensitive
fronthaul

IEEE 802.1CM networking for

Fig. 4. TSN Sub-Standards Overview, (Vojacek, 2018).

CIEER: RN

Fig. 5. Insertion of 802.1Q tag in an Ethernet frame
(Wikipedia, 2018)

The frame of the very basic protocol IEEE 802.1Q is
specified in Fig. 5.

The standard 802.1Q adds a 32-bit field between the source
MAC address and the EtherType fields of the original frame.
The minimum frame size is left unchanged at 64 bytes. The
maximum frame size is extended from 1.518 bytes to 1.522
bytes. Two bytes are used for the tag protocol identifier
(TPID), the other two bytes for tag control information (TCI).
The TCI field is further divided into PCP, DEI, and VID.

More precisely we can consider the work of the IEEE 802.1Q
working group in Fig. 6. The TSN streams can now be set up
in consideration of the existing resources in such a way that
no frame has to be discarded anymore. The bridges now use
their resources for loss-free forwarding of the TSN streams.
The best effort traffic (standard Ethernet, IP, web) takes place

completely normally with the remaining resources

(memory/bandwidth).

[ 8 [ e [ 6B | 4B [28 T 46-15008 | 4B | 12B min |

[ Pre H DST [ SRC ll'ﬁ‘lﬁ)l[’{ [,P)HI\‘HM['\"“'I Data |(R(93l _u‘_;_“ Next Frame
s [T

Drop Eligible Point (1bit)

Fig. 6. An Ethernet frame with relevant parts to TSN data
stream (Goller, 2019).

Very long time was necessary for the industry to develop
proprietary communication standards pro relatively small
industrial market (hard — real-time applications in control of
protection systems, in control of quick drives and some other
non — numerous applications). This development took place
in 80th and 90th under protection and recommendation of the
ISO and IEEE, but by means of firms, corporations and partly
from governments of European developed countries. It has
been also paid by customers of industrial automation
instrumentation, because of the higher price of control and
communication systems. But now days in the digitization and
internet age, there is a big interest of standardization of real-
time open, safe and secure communication not only in time-
critical applications ( protection systems, drives, other non —
numerous  special applications), but in all application
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everywhere (hospitals, repair shops, banks and other financial
institution, insurance companies, travel, entertainment and
other agencies, etc.). Therefore, standardization group of the
IEEE802.1Q become quicker, more cooperative with the
understanding of other interested groups and big sectors of
industry, services, commerce. It is accelerated by the
communication of big data and technologies for cloud and
edge computing as well. The list already developed
standards in wireless and other areas is depicted in the Fig.4.
This support for standardization makes many things easier.
For example, the well known industrial networks are nearly
all defined for 100 Mbps. But today gigabit Ethernet is a
reality and the 10Gbit Ethernet has become attention in some
special applications. The most important is, that the TSN
standards cover all speeds. With TSN all of the existing
standards would have to be redefined for gigabit! Let us title
the main requirements on the principal specifications of the
TSN.

4. REQUIREMENTS ON IEEE 802.1 NEW SUB-
STANDARDS

TSN extends layer 2 of the Ethernet standard to include a
series of mechanisms needed for the real-time modus:

e 802.1AS/802.1AS-Rev provides for extremely
precise synchronization of the clock in the network

e The time-aware — shaper (TAS) option enables
Ethernet to be operated with precise scheduling.
Thanks to it, one or more ques of the QoS model can
be blocked/released at specific times

e Pre-emption (interspersing express traffic) enables
long frames to be subdivided into smaller parts so
that delays are minimized for higher priority frames.
The option is applicable in optimizing the guard
band for the TAS or replacing the TAS at speeds
above 100 Mbps.

e Frame replication and elimination to increase
reliability can be employed in defining redundant
paths through the network (for example, in rings).

e Use of SW: Defined networking consists in that
frames are no longer forwarded to the destination by
means of the hardware MAC addresses of the target
node but rather via a combination of special MAC
addresses (locally administered multicast MAC) and
VLAN IDs. How these frames are routed through
the network is not determined automatically but
rather SW-configured. Such a combination of
multicast MAC and VLAN IDs is called the stream
ID, and all TSN frames with the same stream ID are
referred to as the TSN stream. Although a TSN
stream has invariably only one sender, there can be
several recipients. Setting up TSN streams is
executable with respect to the existing resources, in
such a way that no frame has to be discarded. The
bridges now use their resources for loss-free
forwarding of the TSN streams. The standard
Ethernet, IP, and web take place in a completely

standard manner, utilizing the remaining resources
(memory, bandwidth); see Goller, V. (2019).

4.1 Perspectives in Industry 4.0 Communication Protocols.

Profinet offers a relatively short path to TSN, as it already
comprises experience with time-aware shaping (very similar
to IRT) and supports the coexistence of industry and IT
protocols. EtherCAT will then render TSN accessible above
the field level. The EtherCAT automation protocol (EAP) is
very suitable for networking the standardized EtherCAT
segments via TSN at a low overhead. As far as the authors
are aware, EPL (Ethernet PowerLink) will simultaneously
employ the standard real-time Powerlink protocol and will
correspondingly ensure the development of automated
production via the TSN communication protocol after TSN
standardization by the IEEE Goller, V (2019).

The main advantage probably rests in recent development
within the TSN domain, namely, fusion of TSN at the low
level with OPC UA protocols at the highest communication
levels. Prospectively, the popular OPC UA software interface
and application level protocol will become real-time capable,
especially if used with the OPC UA PUB/SUB protocol.

CONCLUSION

The paper outlines the main aspects of recent development
and changes in the IEEE 802 3 Ethernet standard as the
technical basis underlying the real-time properties of the
Internet of Things. The trend in the current Ethernet
technology towards absorbing real-time properties in an
industrial environment is characterized and completed with
the reasons why the traditional, sophisticated industrial
communication standards (Industrial  Ethernets) are
unsuitable for the IoT. In the given context, the authors also
explain the aims behind the development and implementation
of new substandards within the IEEE 802.1Q. The readers are
thus introduced to the principles of time-sensitive networks
(TSNs), which are expected to form the technical basis for
effective real-time extension of OPC UA communication
interfaces and the related application protocol usable in
mutliple branches or activities of Industry 4.0 and the IoT.
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Abstract. The paper goes out from the state of the art in the area of Industry 4.0 initiative of
the most developed countries. There are also discussed reasons of Industry 4.0 development
and implementation into existing still developed technologies. According to the last
development, the term digital twin became a very often-used word. Authors explain differences
in the content of the digital twin and recommend to use for the Industry 4.0 area the more
appropriate and precise specified term — the Asset Administration Shell (AAS). Next parts of
the contribution therefore deal with the Asset Administration Shell (AAS) in details to enable
engineers, technicians and informatics from the praxis much more simple introduction in the
Industry 4.0 problems and their solution. There is introduced and explained the structure of the
AAS, the model and sub-models architecture, parameters and features in the contribution.

1. Introduction

The contribution deals with Industry 4.0 (I4.0) as with a phenomenon, with its properties and
procedures of its solution and implementation. Authors introduce readers in the state of the art after
some years of the 14.0 initiative has been started in the most developed countries. Authors catch
attention on what has been already done and how to utilize these outputs from the research and
development for implementation for practical use. They point out also on the importance of
standardization in each step of the value chain of industrial production systems, they present a list of
them, and show an outlook of the next standards. One part of the contribution deals with a
comprehensive list of requirements, which led to the specification of the most important idea and the
most important component — the Asset Administration Shell — the electronic rucksack or digital twin
of components in the 14.0 smart production systems.

As it has been told in many forums by different opportunities, the 14.0 phenomenon is something
like the 4™ Industrial revolution. But as has been also said, the 14.0 is more then revolution a rapid and
complex evolution of existing automation and automated production with sometimes still a significant
level of robotics, complex automation, global communication, digitization, standardization, and
openness. The existing industrial production, which can be titled as production in the intention of the
Industry 3.0, still shows attributes, which are a challenge and respectable steps towards the creation of
a higher type of organization, architecture, and realization of industrial production and even next
social aspects of human activities. It can lead to too optimistic evaluation (self-evaluation) of
managements of firms, that they already implemented 14.0 principles into their production systems.
However, in the most case, there is missing a lot of very important features, characterizing the really
14.0 ideas, principles and technologies. For example, the digitization is used for many years, but not
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systematically. Authors are the opinion, that only systemically utilized digitalization can grow int the
Industry 4.0 world period.

The truth is, that still many features of existing Industry 3.0 (I3.0) production support a statement
that we are on the boarder towards a new, higher level of industrial production, tell the 4™ industrial
revolution This statement is supported by following phenomenones.

Accelerated chain from idea via research, development, and realization of a new product, next a
high value of digitization of information from production, next utilization of this digitized information
in the control infrastructure of machines, production lines and technological processes. In addition, the
high level of intelligence in process instrumentation, control, and monitoring systems, in MES and
ERP systems supports the chance of a possibility of transformation existing production systems from
the 13.0 to the 14.0 world. Also digitization of all attributes of physical components, marketing
methods and procedures and technical and technological development periods, big data flow in the
production process, storing and processing of measurement and control values in the cloud supports
idea of the coming Industry 4.0 period. This opinion is supported as well as by activities of
standardization organizations in highly developed countries to standardize interfaces, communication
protocols, production procedures, requirements on the functional safety and security of the all value
chain play a significant role.

One of the most promising phenomenon of this historical period, which still influences
significantly all the human society is Internet. Internet influences the production processes - the
Internet of things (IoT) and the Industrial Internet of things (IIoT) represent the highest development
phenomenon horizontal and vertical integration for Industry 4.0 purposes.

Authors are an opinion, that still the slow progress in the implementation of 14.0 principles is
caused by non- systematic digitization, non- optimal data acquisition and data processing and low
level of application of standards, an unwillingness of specialists in control, measurement and
informatics to apply still existing standards and in missing some of needed standards. It appears
particularly in communication subsystem, in communication interfaces and protocols. On the other
hand the 14.0, its popularity, broaden up, much work which already has been done during last years,
and due to competences of many standardization working groups, mutually cooperated across
Germany, France, Italy, but also with support and cooperation with the USA, China, Japan bring and
open an excellence opportunity and challenge in technical development, that was not possible still 5-7
years ago. 4.0 activities bring the following opportunities:

- An opportunity for unified communication in the all control pyramid.

- Communication by a unified communication protocol from the shop to the highest levels of
the office floors of the all value chain.

- Interconnection of all activities in the value chain of industrial production thanks to unified
interfaces of HW as well as SW interfaces, protocols, production procedures, production
documentation, quality control, safety, and security.

- A significantly higher degree of cooperation among producers and consumers.

- Support of the informatics branch in research, development, standardization, and
implementation of unified real-time communication not only in time-critical production
processes but also inside the all value chain.

- Acceleration of the activities design — development — production, increasing of digitization
and the use of it, decreasing of redundancy in data acquisition processes.

These opportunities will be utilized only, when following preconditions will be to provided

systematically and in a standardized way:

- Solid, systematic and standardized digitalization of information from the all value chain.

- Virtualization of production, process modeling in a virtual environment and after tuning all the
process to transmit optimized control algorithms into the physical production, output quality
checking, marketing and service.

- A higher level of the horizontal integration of the all value chain.
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- Intelligence until the component of the production.

- Creation of a standardized architecture of a digital twin of physical components (machines,
components of machines), components of a transport system, supermarkets, control SW,
technical documentation, product, and market documentation.

- Production components will be designed, developed and implemented as the Industry 4,0
components, specified by the ZVEI, VDE/VDI, and cooperating organizations [1], [2], [5],
[8].

The contribution goal is to help technical experts from praxis to understand the importance of the
14.0 component model and to win skills in working with it. This 14.0 component model is described in
the next chapter. The official term of the production component is the "I4.0 component” and its
electronic form is oft titled “the digital twin”.

2. Digital twin alias Asset Administration Shell (AAS)

The term digital twin was for the first time used by NASA (National Agency of Space and
Aeronautics of the U.S.A.) for approximately 60 years to name an electronic version of the physical
model of physical comics systems (space shifts, and other systems to fly in the space. Such a very
precious mathematical description and consequently very precise digital realization (digital twin)
enables monitoring, control and maintenance of the American space system on very long cosmic
distances. Because of similar functionality and an appropriate and with the most important element of
the 14.0 activity, the Asset Administration Shell — the electronic rucksack is the AAS oft in the last
time named digital twin. It was seen also during the last Hannover Fair that the term digital twin very
oft used the title. However, in the sense of the NASA, the digital twin is a virtual representation, an
embodiment of an asset of any type, material or non-material — including everything from power
turbines to services and maintenance. The digital twin is described by the structure and behavior of
connected "things" generating real-time data [3].

In comparison, the asset administration Shell (AAS) is the crucial item in the all 14.0 idea. It
creates an interface between the physical and virtual production steps. AAS is a virtual digital and
active representation of an I4.0 component in the 14.0 system [2]. Any component of production in the
14.0 environment has to have an administrative shell [2].

Fig. 1 shows the structure and connection of the physical thing and the administration shell (AS).
The component of the 14.0 is a unity of an asset and the electronic model — the corresponding AS.

The AAS in Fig. 1 is composed of a body and a header. The header contains identifying details
regarding the AAS and the represented asset. The body contains a certain number of submodels for an
asset-specific characterization of the AAS [4-7].

The co-author of this contribution lived such a misunderstanding of term digital twin during one
oral presentation of one tutor by a tutorial in the ZVEI Forum 4.0 in this April in Hannover. The tutor
needed several digital twins for one 14.0 component, but from the AAS definition would be fully
acceptable and recommended only one AAS with several sub-models.

Much wrong is, that from commercial reasons, the term digital twin is used also for the 3D model,
e.g. of a production unit, machine, or car, including simulation. This interpretation is currently state of
the art and used by a broad industrial community. However, the 3D model is an 13.0 technology only
[3].

Maybe, that existing digital twins in the commercial interpretation will step by step grow to cover
all useful information which is relevant across the lifetime of the related asset, from the initial idea to
the engineering, logistics, operation, maintenance, reuse, and destruction. They could become a future
digital twin that will contain a simulation model, the 3D model, a lot of other properties, historical
data, handbooks, installation guidelines, property function blocks, interlockings, state models, alarms,
event definition, etc. On the other hand — a static asset will not include in its digital twin any
simulation model [3].

In this context, the term AAS is for purposes of the 14.0 more appropriate title then the term digital
twin. Therefore authors emphatically recommend to preferably use the term AAS in the 14.0
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environment. How great is the difference between the AAS and a pure digital twin in the commercial
interpretation can be seen from the following chapters, dealing with the structure of the AAS.

3. Asset Administration Shell Advanced Topic

Much work has been done by working groups of the ZVEI, VDI/VDE, BITCOM exactly in the
structure and its components in the Asset Administrative Shell specification. A very comprehensive
material of the detail of the AAS was prepared for publication at the end of 2018.

This material is a result of the new situation in Europe. The initial 14.0 idea of the German state
institutions ZVEI, VDI/VDE, BITCOM, and some private companies and organizations became newly
a larger European background when it has been started initiatives to keep up and improve three the
most developed industrial European countries in the manufacturing industry. Alliance Industrie du
Future in France, Platform Industrie 4.0 in Germany and Piano Industria 4.0 in Italy have agreed to
join forces working on a shared action plan towards internationalization as an end to end digital
continuity and global standardization are of crucial importance for a digitized economy [4].

Let us explain more comprehensively, because of high importance, the term AAS:

— The I4.0 component is the combination of the asset and its logical representation, the AAS.

— The AAS is the standardized digital representation of the asset, cornerstone of the
interoperability between the applications managing the manufacturing systems.

— The AAS may be the logical representation of a simple component, a machine or a plant at any
level of the equipment hierarchy.

— From the manufacturer point of view, the asset is a product. The manufacturer manages
different types that have a history with different versions. In parallel, he produces instances of
these different types and versions.

— The manufacturer provides the standardized digital representation to his customers, creating
both an AAS for the asset type and for asset instance. The system designers, the asset users, the
applications, the processes and the asset itself update the information of AAS during the life of
the asset until its disposal [4].

Access on Information and Functionalities

Identification Asset(s) ADMINISTRATION SHELL

Figure 1 shows the AAS structure associated with some specific use cases and much more specifies

Smart Manufacturing Component

Administration Shell

Identification Administration Shell

Header

Submodel 1, e.g. 3D Printing

Property 1.1 | Data t ‘ Data I
Property 1.1.1
Asset (e.g. 3D = m:’fg :'_ii: I Function H Function I
printer

2

<ih ..

del 2, e.g. M uring p

Property 2.1
Property 2.1.1
Property 2.1.2

Strict, coherent format ' Different, complementary data formats .

Runtime data (from the asset)

Figure 1. AAS Structure in details (inspired by [4,8]).

the contents of the AAS towards the body’s part, hence towards submodels.
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What is a submodel? Submodels represent different aspects of an asset. Possible aspects and
therefore a possible submodel could be: Identification, Communication, Engineering, Configuration,
Safety, Security, Lifecycle status, Energy Efficiency, Condition Monitoring, etc.

Each submodel contains a structured quantity of properties that can refer to data and functions.
Properties can be specified in accordance with the standard IEC 61360, but data and functions can be
specified in various formats [4]. The following example stemming from the project RACAS shows
how a specific communication process (bidding process or "interaction pattern") is directed towards
the domain-specific submodels in the AAS, Fig. 1 [8]. The bidding between two assets in an industrial
production line with 3D printers is described in the top of Fig. 2: an asset (e.g. semi-finished product)
asks another asset (3D printer) situated in the production line, if its capacity, functionality, availability
are able to provide the specified operation (printing on the semi-finished product of its dimensions
<150x200x50 mm from material PLA by filament density 50 % printing operation in color RAL1003,
a quality 0.2 mm taking time shorter than 4 hours.

>>> |s a manufacturing process 3D printing possible,
having|work piece dimension|< 150x200x50mm,
material|PLA, a[filament density] 50%, a [quality|0,2mm,
|color[RAL1003, [taking processing time|<4hours? <<<

o o

Administration Shell example, 3D printer

MPPO053 work piece dim PSP021 material

MPPO068 processing time PSP034 filament density

PSP041 filament color

Figure 2. Bidding process directed towards the specific submodels of the AAS.

For such purposes, there have to be implemented in the AAS of the 3D printer at least two
submodels ("Manufacturing process" submodel with parameters of the printer such as MPP053 work-
piece dimension, MPP068 processing time and, and. There should be also implemented the second
submodel the "3D printing" with parameters of the printing — PSP021 material, PSP034 filament
density, PSP041 filament color.

This example recovers a principle of decentralized control in the 14.0 environment. The 14.0
components of the 14.0 production would control self their live cycle by negotiation with other 14.0
components. By this way, many problems with fronts in narrow places in production processes will be
solved dynamically without a central control system. This architecture also enables more rapid and
more flexible reaction of production processes in malfunction of machines, production lines, control
systems, transport system and other parts of enterprises technologies.

An important pre-condition for such a production process is, that each 1.0 component will be
equipped by its standardized AAS.

4. Requirements regarding the AAS
The structure, properties, content of submodels, parameters and other features the AAS have been
specified, developed and implemented into the AAS on requirements which have been collected,
sorted and specified in detail by working groups of ZVEIL, VDI/VDE, GMA, and others and will be
openly published in the 2019 year. Contribution contents a proposal of them.
Requirements regarding the AAS sorted into three groups:
1. General requirements (R#1 — R#5)
2. Requirements regarding identifiers (R#6 - R#7)
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3. Requirements regarding the AAS self (R#8 — R#22)

Particularly the Requirements regarding the AAS self have significantly influenced the existing
model of the AAS [8,9]. All requirements are listed in the following summary [4].

Requirement # 1
The AS shall accept properties from different technical domains in mutually distinct submodels
that can be version-controlled and maintained independently of each other.

Requirement # 2
The AS should be capable of including properties from a wide range of technical domains and of
identify which domain they derive from.

Requirement # 3

For finding definitions within each relevant technical domain, different procedural models should
be allowed that respectively meet the requirements of standards, consortium specifications, and
manufacturer specifications sets.

Requirement # 4

Different ASs in respect of an asset must be capable of referencing each other. In particular,
elements of an AS should be able to play the role of a “copy” of the corresponding components from
another AS. E.g., one or more assets can be portrayed in an AS - mechanical axis, motor, servo
amplifier, and additional assets constitute an “encapsulate-capable” Smart Manufacturing Component.
The ASs of several individual assets that a manufacturer brings into the market individually is
consolidated into one AS, if this manufacturer also sells a whole axis system.

Requirement # 5
Individual ASs should, while retaining their structure, be combined into an overall AS

Requirement # 6
Identification of assets, ASs, properties, and relationships shall be achieved using a limited set of
identifiers (IRDI, URI, and GUID), providing as far as possible offer global uniqueness.

Requirement # 7
The AS should allow retrieval of alternative identifiers such as a GS1 and GTIN identifier in return
to asset ID (referencing).

Requirement # 8
The AS consists of header and body, see Fig. 1.

Requirement # 9

The header contains information about the identification, Fig. 1. The header contains minimal
information about identification. It uniquely identifies the AS. This identification can therefore also
serve as a root entry point for an application programming interface (API) to browse for information
and functionalities. The header contains also the identification of one or multiple assets that are
described by the AS. The header also indicates if these assets are asset types or asset instances.

Requirement # 10

The body contains information about the respective asset(s).
The body contains information about the asset(s) and describes functionalities that are associated with
the asset(s) or the AS. The information can concern asset type(s) and/ or asset instance(s). Thus, the
body serves as the actual carrier of information and functionality.

Requirement # 11
The information and functionality in the AS are accessible by means of a standardized application
programming interface (API).
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Requirement # 12
The Administration Shell has a unique ID.

Requirement # 13

The asset has a unique ID. It should be ensured that the link between assets and ASs does not
break, even if they are saved in digital repositories or saved in a manner that spans all value-added
partners.

Requirement # 14

An industrial facility is also an asset; it has an AS and is accessible by means of ID. The concepts
of the AS shall be applicable on all hierarchy levels of an industrial facility, such as factories/plants,
production lines, stations, controls and field devices.

Requirement # 15

Types and instances must be identified as such. ASs can be formulated for both types and instances
of assets. It must be possible to differentiate between these. Ideally, an information relationship will
also be established between component producers and the system integrator that, where required,
allows updated developments regarding asset types to be communicated to the system integrator and
conversely feedback to be transmitted to the component producer about the component use.

Requirement # 16

The AS can include references to other ASs or Smart Manufacturing information. For the cross-
linking of information to knowledge, it is important that this can also take place on an over-arching
basis. Thus, for example, a component can model the dependencies on other components or can
contain a circuit diagram, which refers to other components.

Requirement # 17

Additional properties, e.g. manufacturer specific must be possible. The Smart Manufacturing
component can only meet future requirements if, in addition to the information content stipulated by
standards, consortia and manufacturer properties can also be quickly agreed and processed. The AS
should, therefore, support this consortia and proprietary information content and, associated
accordingly, necessary collaboration processes.

Requirement # 18

A reliable minimum number of properties must be defined for each AS. ASs shall be a reliable source
of information to other ASs or other systems. To do so, it shall be possible to define for each asset
class a minimum set of properties and value statements that can be relied upon. The following
requirements are applicable to the properties of an AS; the properties are structured by submodels.
Standardized submodels types can require the presence of properties in submodel instances.

Requirement # 19

The properties and other elements of information in the AS must be suitable for types and
instances. ASs can be formulated for both types and instances of assets; thus, properties need to be
able to describe particularities of on asset type and, maybe, in addition, the asset instance. An AS of an
asset instance shall also feature the properties of the AS of the respective asset type, as long as these
properties were not overridden. NOTE: This can for example also mean, that the descriptions of an
asset type are extended over the lifetime or, for an asset instance, properties are added, amended or
deleted depending on (maintenance) activities of the respective asset.

Requirement # 20

There must be a capability of hierarchical and countable structuring of the properties. The volume
of properties to be organized is rather large and it is anticipated that it will steadily increase in the
progress of Smart Manufacturing. This means that these quantities should remain manageable for
humans and machines. It is thus necessary to be able to organize properties using combinations of
structures and arrays.
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Requirement # 21

Properties shall be able to reference other properties, even in other ASs. Properties referring to
other properties allow expressing dependencies on values contained in other ASs. In addition,
knowledge can be modeled by interrelating two properties by a predicated relationship.

Requirement # 22

Properties must be able to reference the information and functions of the AS. The structure of
submodels and properties serves as a clearly defined “table of contents” for all information and
functions within the AS. Properties are of uniform structure, they are standardized and they are thus
providing a very stable source of information. Complex data (digital models) and functions, on the
other hand, can have a large variance and can be very complex in structure. Therefore, properties shall
be able to refer to these complex data and functions in order to provide an anchor point for these
entities in the above "table of contents”. NOTE: This concept relies on an extended understanding of
an [EC 61360 property concept.

5. Conclusion

Contribution deals with the most important term of the Industry 4.0 theory and application — the AAS.
This fundamental term has been already specified in details and can create a reliable basis for the
realization of not only 14.0 case studies and test beds, but for the real design, development and
implementation of 14.0 principles in reality of factories of the future. Authors repeat terminology and
associate technical as well as theoretical basis of the 14.0 idea based on the AAS.
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Abstract: One of the central concepts in the principles of Industry 4.0 relates to the methodology
for designing and implementing the digital shell of the manufacturing process components. This
concept, the Asset Administration Shell (AAS), embodies a systematically formed, standardized
data envelope of a concrete component within Industry 4.0. The paper discusses the AAS in terms
of its structure, its components, the sub-models that form a substantial part of the shell’s content,
and its communication protocols (Open Platform Communication—Unified Architecture (OPC UA)
and MQTT) or SW interfaces enabling vertical and horizontal communication to involve other
components and levels of management systems. Using a case study of a virtual assembly line that
integrates AASs into the technological process, the authors present a comprehensive analysis centered
on forming AASs for individual components. In the given context, the manual AAS creation mode
exploiting framework-based automated generation, which forms the AAS via a configuration wizard,
is assessed. Another outcome consists of the activation of a virtual assembly line connected to real
AASs, a step that allows us verify the properties of the distributed manufacturing management.
Moreover, a discrete event system was modeled for the case study, enabling the effective application
of the Industry 4.0 solution.

Keywords: Asset Administration Shell; digital twin; Internet of Things; industrial Internet of Things;
Industry 4.0; Manufacturing Execution System; Manufacturing Operation Management; Open
Platform Communication—Unified Architecture (OPC-UA); MQTT

1. Introduction

The concept of Industry 4.0 (14.0) has been investigated and developed in economically
advanced countries for at least 5 years [1-6]. In this context, the most important research
groups include ZVEI, VDI/VDE, and BITCOM, especially in terms of refining models
such as Reference Architectural Model Industrie 4.0 (RAMI 4.0) and, consequently, the
14.0 component model [7,8]. The entire strategy gradually evolved in Germany and spread
across Europe. In 2018, three European countries began to collaborate closely within the
manufacturing domain to improve and disseminate the concept, and their efforts yielded
the following initiatives: the Alliance Industrie du Futur in France, the German-based
Platform Industrie 4.0, and the Piano Industria 4.0 in Italy [9]. These actions and policies
enabled innovative ideas to expand into other domains, such as standardization, industrial
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communication [10,11], informatics [12-14], functional safety, cybersecurity, economics,
marketing, energy production, and social economy. Most notably, the diversity of influences
has been reflected in the concept of smart factories [15-20]. Outside Europe, the scheme
has found wide reception in the USA, China, and Japan.

Implementing the principles of 14.0 into industrial applications is a slow process,
mainly due to the generally nonsystematic approach. At present, relevant technologies
involve and rely on digitization, robotics, non-optimal data acquisition, virtual reality,
IoT, and advanced data processing [21-27]; simultaneously, however, application stan-
dards remain undeveloped or are lacking completely, and a similar deficiency also affects
corporate economy and common initiative in any given field [28-32]. Conversely, these
separate technologies help to accelerate the implementation of 14.0 principles and open
new opportunities and challenges for technical development; in the given context, such
benefits were considered unfeasible 5-7 years ago. The overall impact of 14.0 and its recent
transformations or outcomes—digitization and virtualization in particular—can then be
interpreted as epitomizing the difference between the present situation and the conditions
preceding the introduction of the initial 14.0 in 2013.

In the current process control, the Manufacturing Execution System (MES) and Manu-
facturing Operation Management (MOM) play integral roles as the central points of job
planning and management [33]. Thus, all relevant data must be transferred to these soft-
ware, of which only the MES can execute a job command task. Conversely, the concept of
14.0 relies on decentralized (distributed) control—i.e., procedures without a central entity;
the decision-making process is then distributed between the entities in the communication
network. Within this concept, the MES/MOM ensure new product initiation and are not
involved in the job scheduling stage.

A major component of 14.0 is embodied in the AAS, which, in the industrial do-
main, characterizes assets such as the product, machine, equipment, and factory; an AAS
also communicates with other AASs as standard entities interconnected throughout a
network. The actual concept originates from a novel interpretation of the management,
where relevant components are integrated both horizontally and vertically. While the
current management methods are structured mostly vertically, in a hierarchical manner, the
novel approaches exploit the markedly higher intelligence (managing capabilities) of the
individual manufacturing components, from the top level items down to the sensors and
actuators. This concept changes the architecture of the industrial process control system
into a distributed (decentralized) form, embedding flexibility in job scheduling, failure
responses, and product customization.

The authors characterize a novel procedure for the automated creation of AASs via
a configuration wizard, the aim being to accelerate the formation process and to achieve
the easier implementation of AASs. In functional terms, the administration shells are
generated in compliance with the requirements and standards of 14.0. The operability of
the design is verified on a case study involving an assembly line to produce printed 3D toy
cars; this step also comprises considering and comparing two communication protocols,
Message Queuing Telemetry Transport (MQTT) and Open Platform Communication—
Unified Architecture (OPC UA).

This paper discusses AASs (Chapter 2) together with a methodology for creating the
wizard; this methodology is based on requirements relating to the functionality, formation,
and structure of the AAS. The virtual production testbed and implementation are partially
analyzed in Chapter 3, which also defines the communication interface separating the
administration shell from the asset; in our case, the assets embody the virtual manufactur-
ing components and items that participate in the manufacturing procedures. The results,
outlined in Chapter 4, are characterized more broadly in the last section of the article,
with relevant research perspectives complementing the overall discussion of the project
(Chapter 5).



Sensors 2021, 21, 2004

30f 20

Smart Manufacturing Component

Administration Shell

Asset (e.g., 3D printer) Property 1.1.

2. Asset Administration Shell

The Asset Administration Shell (AAS) is a major constituent of 14.0, creating an
interface between the physical and the virtual production variants. An AAS represents—
virtually, digitally, and actively—an 14.0 component in the 14.0 system. Any production
component in the 4.0 environment has to have an administrative shell [34-38].

In addition to multiple other modes of use, the AAS facilitates the virtualization of
the manufacturing process to model, fine-tune, and monitor the algorithms and economy
of production already before the cycle actually starts [39]. The AAS is an indispensable
precondition for decentralized industrial manufacturing management, yielding flexibility
and emergency robustness to reduce queues, bottlenecks, and other issues that limit the
efficiency of production units during their service lives.

Alternatively, the AAS can be also designated as the digital twin of a production
component [40]; in this context, however, it has to be emphasized that our approach strictly
observes and exploits the rules or procedural laws presented in the literature [7-10].

Figure 1 shows the structure of and connection between a physical item and the
corresponding administration shell (AS). A component within 4.0 integrates an asset and
its electronic model—i.e., the appropriate AS. The AAS in Figure 1 consists of a body and a
header. The header contains identifying details regarding the AAS and the represented
asset, and the body comprises a certain number of submodels to facilitate the asset-specific
characterization of the AAS (see [41-48]).

Access to Information and Functionalities

Identification Asset(s)
Identification Administration Shell
Submodel 1; e.g., 3D Printing Body

Property 1.1

Property 1.1.1 ’//" Pata ‘ ’ Pata ‘
Property1.1.1.1 &
1.2 e—

> ’ Function ‘ ’ Function ‘

Submodel 2; e.g., Manufacturing process

Property 2.1 )
Property2.1.1 & | : ’ Data ‘ ’ Data ‘
Property2.1.2 & |

Strict, coherent format ' Different, complementary data formats

Runtime data (from the asset)

Figure 1. The detailed structure of an AAS.

The submodels represent different aspects of an asset. Possible aspects and associated
submodels encompass, among others, the following items: identification, communica-
tion, engineering, configuration, safety, security, lifecycle status, energy efficiency, and
condition monitoring.

Each submodel contains a structured quantity of properties that can refer to data and
functions. The properties are specifiable in accordance with the standard IEC 61360, but the
data and functions can be defined in various formats. Figure 1 shows a graphical example
of an AAS [7].

The bidding between two assets on an industrial assembly line consisting of 3D
printers is described in Figure 2, where an asset (such as a semi-finished product) asks
another asset (a 3D printer) on the assembly line if its capacity, functionality, and availability
can ensure the completion of the task using the pre-specified parameters (for example, the
dimensions of a printable semi-finished product must not exceed 150 x 200 x 50 mm; the
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applied material is PLA with a filament density of 50%; the color corresponds to RAL1003;
the layer thickness equals 0.2 mm; and the printing time has to be below 4 h).

>>> |s a manufacturing process 3D printing possible,
having work piece dimension < 150x200x50mm,
a material PLA, a filament density 50%, a guality 0,2mm,

a color RAL1003, taking processing time < 4 hours? <<<

Submodel Submodel

»Manufacturing process” ,3D printing”

| MPP053 work piece dim ||| PSP021 material |
| MPP068 processingtime | I| PSP034 filamentdensity |

... ||| PSP037 material |
| PSP041 filament color |

Figure 2. The bidding process related to specific submodels of the AAS.

The requirements concerning the contents of AASs can be classified into three groups [7,9]:

1. General;
identifier-related;
3. AAS-specific.

All such requirements are specified in sources [7,9] and included in our proposal.
Exploiting knowledge of the procedural principles relating to AASs and their practical
usage, we designed ConfigWizard, an innovative tool to allow the comfortable and partially
automated generation of AASs. To fulfill this purpose, the software assists in the essential
steps that enable AAS formation and functions (access via a webservice; information
modeling: submodels, parameters, and events; asset integration: the mapping of the
communication properties; OPC UA server configuration), see Figure 3.

Without such a configuration wizard, all the steps must be carried out manually,
requiring intensive programming, see Figure 4. The ConfigWizard reduces the AAS devel-
opment efforts to inserting relevant configuration data via a GUI (frontend, Figure 5). The
user can add, edit, or delete each of the AAS submodel entities, such as a property, method,
or event. The ConfigWizard’s backend then automatically generates an AAS software
package based on the configuration entered by the developer; the necessary configuration
data are usually derived from a scenario-specific use case and sequence diagrams.

Regarding the underlying OPC UA technology [49-57], the user must also define the
parameters of the OPC UA channel and other items according to the OPC UA stack—i.e.,
in agreement with the OPC UA standard at each level of the ISO/OSI model (Table 1).
Using this procedural step, the connection with the AAS environment is established by the
OPC UA.

N
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Developers

<use>

| Configuration Wizard | to be developed

<use>

A 4
[ OPCUA-SDK | j off the shelf

<generate>

A 4

AAS

—

Asset

Figure 3. A block diagram to define the functioning of ConfigWizard.

v [ Objects
D Aliases
v & AssetAdministrationShell
& Asset
@ 1dShort
N ProcessMessage
@) Semanticld
v [ Submodels
v & Printing3D
&% Abort
& CheckRequest

& Color

& EmergencyStop
3 1dShort

&% Materialld

& MaterialLength

& Pause
& Program
& Resume
@) Semanticld
&% Start
& Status
> .& Stop
& Server
2D Types
2 Views

Figure 4. A manually formed AAS.
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NuGet Packages
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AAS for assembly machine

Tizian Schréder, Jakub Arm, Tomas Benesl|

/' EDIT PROVIDER CLASS CODE QicomPILE

3 DOWNLOAD SOURCE ¥ DOWNLOAD BINARIES

Figure 5. A ConfigWizard screenshot: front end.

Table 1. The OPC UA ISO/OSI model.

Layer Description
7 Application UA Application (C/S, Pub/Sub)
6 Presentation UA Binary UA XML
5 Session UA TCP OAP/HTTP
UA Secure Conversation WS-Secure Conversation
4 Transport TCP (RFC 793)
3 Network 1P (RFC791)
2 Data Link MAC (IEEE 802.3)
1 Physical e.g., Ethernet (IEEE 802.3)

ConfigWizard thus allows us to avoid accessing the OPC UA server creator (our
research relied on Unified Automation) itself; instead, it facilitates the utilization of a
user-friendly, web-based wizard. The most significant advantage of the tool consists in the
ability to create the OPC UA nodes automatically, especially if there are more objects of
the same type (for example, more temperature sensors in a machine unit). In terms of the
fundamental idea, development, and testing, the Wizard for the automatic configuration of
AASs in different assets fully exploits the long-term experience of the authors of this paper,
offering two ways to implement 14.0 components:

e  Manually formed AASs (indicated in the Industry 4.0 component model, Figure 4).
e Automated AASs (see ConfigWizard, Figure 5).

3. Implementing the Industry 4.0 Component Model

This chapter discusses the procedures, standards, programming languages, communi-
cation methods, interfaces, bidding processes, and all associated elements that are necessary
for the successful realization of the “factory of the future”. This case study demonstrates
the use of ASSs in an 14.0 virtual assembly line designed to produce plastic models of cars
(Figures 6 and 7).
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Local Discovery Server (Multicast Extension)

T

Register, FindServers

L3 '
Product

AAS.EXE AAS EXE AAS EXE AAS EXE !
3D Printer Assembly Box Supermarket Robot i
RSApiClient | RSAp;CIlent | | RSAmCIlent RSAp\CInent i

E Install, Start, Terminate
| TCP,r’iP \ resesseseee fromm el
v + Web Service, MSSQL |

1 RSApiServer

= COMES
(Web Application)
[y

AAS.EXE AAS.EXE

MES

VIRTUAL TECHNOLOGY

Figure 6. The architecture of the presented case study.

Smartmanufacturingmanagement based on Industrie 4.0/AAS- virtual testbed COMBED

l I Symbol of AAS(Asset Administration Shell m~

Figure 7. The virtual production segment (COMBED) introduced at the 2019 International Engineering Fair in Brno, the
Czech Republic.

3.1. Case Study

The case study is based on a virtual production technology (the COMBED virtual
testbed), as shown in Figure 7, consisting of two assembly lines with assets—i.e., machines
(3D printers, assembly boxes), transport robots, and storage racks. The study demonstrates
a smart production management method which utilizes smart assets according to the
14.0-based component model. Each virtual asset (for example, a product, machine, robot,
conveyor, line, or warehouse rack) has its administration shell. The AASs communicate
with each other and negotiate the production priorities and requirements according to
a pre-specified set of rules. The manufacturing operations are negotiated by a product
with respect to the principles of 14.0, enabling us to incorporate smart features into the
production processes.
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The COMBED system is employed to demonstrate the automated optimization, adap-
tation, and setup on an example of a production segment that manufactures products to
order. Multiple scenarios are possible and can be adapted by the user, in view of the tables
of parameters; the options either consider the “ideal” state or assume failures and down-
times to approach practical conditions. Based on these scenarios, we can test the smart
production management’s responses to diverse situations in real-world industrial cycles.
Our solution automatically modifies the product processing steps and stages (material
flow) to allow the use of currently available tools. The manufacturing management is also
capable of supporting very flexible production cycles (in small orders—i.e., ones down to
batch size 1), as it automatically and in real time adapts the equipment to the manufacturing
operations required by the product variant or specifications (auto-setup). With flexible ma-
chinery, the factory can simultaneously manufacture various products and their versions,
and the equipment setup operations eliminate the losses that otherwise accompany the
material /semi-product transport. The case study utilizes COMBED to demonstrate the
manufacturing of simple products—namely, plastic toy cars, each comprising a body and
a chassis.

Our smart production management technique features a completely new, decentral-
ized approach using the ideas and standards of the Industry 4.0 platform. The actual
research involved applying and refining some of the objectives of 14.0, including automated
optimization, adaptation, and setup of the manufacturing and logistics equipment; all
of these steps were performed according to the needs of the manufacturing operations
required by the product, as also stipulated within 14.0. Importantly, the entire project was
designed with respect to observing the possibilities and benefits provided by the Plug and
Produce (P&P) option. This mode enables machine builders to deliver their technologies
with standardized AASs, allowing factories that run P&P to smoothly incorporate a new
asset into the product negotiation process. The new asset carries its features, abilities, and
parameters in the AAS submodels, facilitating the smart production management process.

3.2. Production Control Function of the AAS

With the scenarios (meaning production scenarios that simulate manufacturing be-
havior at various limit states), the smart production management can be tested and easily
evaluated by standard MESs, as are often applied in factories. The MES is routinely
employed to compute manufacturing efficiency and other relevant indicators, and an
interconnection between this system and the AAS would allow the computing functions to
be suitably utilized and expanded. For such evaluation of the management, we used the
COMES MES/MOM system, collecting data from the COMBED virtual assets to validate
the KPI (downtime analysis, Overall Equipment Effectiveness—OEE, and other relevant
indicators). In a real-world factory, this approach is expected to yield innovative effects,
including automatic production control according to the objectives pre-specified by the fac-
tory managers (for example, in response to the market situation) and high robustness of the
manufacturing processes, which thus resist diverse types of failures. From the perspective
of production control, the AAS functions can be classified into 3 implementation groups,
as follows: a service requester (SR), a service provider (SP), and a common part of the code,
involving such operations as communication and logging. Together with structured access
to data, negotiation embodies a key AAS functionality. To ensure appropriate control, it is
important that each SP be able to offer its services. The SR can browse through the SP to
find a service ideal for the processing of the required operation. Figures 8 and 9 indicate
that products actually are SRs that negotiate tasks to secure their own production.
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Figure 8. The data flow in a smart factory.
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Figure 9. The bidding sequence.

However, manufacturing units, such as a CNC machine or an assembly line, require
service intervention, material, tools, maintenance, and other steps or items; in such situa-
tions, the units become SRs to negotiate their requirements. Thus, the negotiation submodel
has to be fully implemented in each AAS.



Sensors 2021, 21, 2004

10 of 20

Figure 9 illustrates the standard negotiation sequence applicable to any operation. This
sequence embodies an automated process comprising a demand, offer (call for proposal),
order (proposal), and confirmation. With the algorithm, it is possible to request all available
SPs offering services and select the most suitable SP. The discussed actions and processes
then create the theoretical area that enables us to investigate, implement, and improve the
optimization algorithms, exploiting, for instance, the condition where a demand is not
valid only for the next manufacturing step but facilitates negotiating all the production
stages, including transport. In implementing the wizard-formed AASs, the basic content
element is the Component Manager (part B in the Figure 10), which brings together the
sub-models to support the functionality of the AASs. The SR negotiation algorithm begins
with the requirement for another component—namely, the mode in that no production
step is active or scheduled for the product and the production unit does not need any
service operation or resources. The Component Manager initiates negotiation to create a
Call for Proposal (CfP), which is passed on to the Interaction Manager (IM), and the IM
then sends the CfP to the service-supporting device. The communication between the
individual AASs utilizes the OPC UA communication protocol, allowing the messages to
be sent in the JSON format. The OPC UA framework alone interacts with the lower layers
of the ISO/OSI model, requiring the user to implement the application layer only (Figure
6). The data in the JSON format are well readable and ideal for debugging the algorithms
and testing the functionality; in future aggregations, a lower data size message format will
be applicable if necessary. When the waiting time for the offers has expired, the IM will
pass on the proposals available, and the negotiation algorithm will call the optimization
function to select the best bid. Subsequently, an order is created and handed over to the IM,
the SP confirms the order, and the negotiation of the next production step terminates.

‘ Semantic Models ‘ @ ﬁ 14.0 Language
N/

AAS Interface |

Biddi Authenti | Registra AAS Skills
GG 1 fication tion ct
% \ fg \ Information Model
\ /

A\ \ / Assetlnterface|
[ \ [/

Component

Drilling

—
o
Q.
)
c
()
—
=

D

Asset

AAS

Figure 10. A block diagram of an AAS.

Due to the concurrent communication, the SP may encounter a situation where more
than one proposal has to be responded to before being accepted by the SR. We suggest that
the problem be resolved via one of the following approaches (for illustration, we selected
the first option):
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ITag

Properties

Datavalue Value

1. The SP will not respond to any other CfP before an acceptance or rejection is received.
This scenario involves ineffective communication arising from the undefined busy
time of the SP.

2. The SP will add the SR (sending the CfP) to a queue; if accepted, the SR’s CfP will
be handled by using one of the queue’s algorithms (e.g., first come, first served).
Moreover, the SP could inform other SRs to cancel the request.

3. The SP will add the SR (sending the CfP) to a list; if accepted, the SR will be selected
by the pre-defined priority and other SRs will be informed of the delay.

The manufacturing commands are based on the PackML standard. The product, if
on the requested spot, sends the “Start” command to change the production unit’s status
according to the current stage of the manufacturing cycle. At the end of the cycle, the
status signal “Done” appears to complete the current production phase. The negotiation
and transport are carried out until the final product has been located in the warehouse or
another outgoing point. The production process requirements for the SRs should be defined
in the CfPs, including whether the relevant data are to be retained by the production unit’s
AAS or deleted after negotiation. If the data are not to be retained, the SR will send them
again before the start of the manufacturing cycle. In the current implementation of our
AAS, the data are sent out immediately before the “Start” command; it would nevertheless
be more advantageous if the production unit’s AAS stored the CfPs’ data, mainly due
to the busy communication lines in larger-scale production. The hypothetical scenario,
however, places greater demands on the AAS’s data storage space in the case of long-term
production planning.

3.3. Interating the AASs into the Demonstrator

The COMBED system, characterized in the previous chapter, replaces the real assets
(production machines) in the factory. The simulation tool facilitates integrating a “Smart
Component” that behaves like a server. A client-server connection is then established
for each device. The client simulates a control system, such as a programmable logic
controller (PLC), and runs independently of the AAS, requiring the designer to create a
communication interface between the asset (client) and the administration shell (Figure 11).
This communication interface is formed as a tag definition, which can be sent to the asset.
In our implementation, the AAS communication driver integrates a TCP/IP connection
and sends a TCP stream; thus, it is possible to employ any communication protocol and
simply assign it to the selected AAS.

Connection Types

J PrinterConnection

‘ AssemblyConnection

IConnection
Properties s
bool TsConnected —
] | ‘ ComesDbConnection ‘1 > ‘
] IDictionary<string, ITag> Tags |
Methads
1 bool Connect(TimeSpan timeout) ] | S7ELhGonnacton \
] bool Disconnect() I
1 IList<DataValue> Read(IEnumerablecstring> tags) I | ProfibusConnection |
] void Write{IEnunerable<TaghriteValues values) I
| TeplpConnection l
Events
j svent EventHandler TagChanged l

Figure 11. Integration of different communication drivers without rebuilding the AAS.
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The AAS design, whose implementation allows using any communication driver
for diverse types of assets, is indicated in Figure 10, part D. However, we have to follow
the standard for communication with 14.0 components via the 14.0 language (part A in
Figure 10). Figure 11 presents in detail the integration of different communication drivers
without rebuilding the AAS or submodels. The tags are created by using the ITag definition,
which needs to be linked to an asset—i.e., a control PLC, a distributed control system (DCS),
a database, or another component.

In the given context, Read and Write methods must be implemented to enable data
exchange. If the AAS hardware is able to use not only Ethernet but also other interfaces
(RS485/232), we can establish communication with almost any asset. The overall implemen-
tation of our AASs is carried out in C#, using NET Core to ensure platform independence.
However, there may appear a difficulty with the OPC Foundation’s local discovery server
(LDS), as this server can be installed on Windows only. In general terms, using AASs
on embedded devices or single-board PCs such as the R-Pi requires a Global Discovery
server or a different implementation of the LDS server. During the testing, MQTT-based
communication was also employed, exhibiting communication latencies lower than those
achieved by the OPC UA; in the MQTT option, however, a centralized broker had to be
utilized. Such an approach appeared to suit both the fine-tuning of the algorithms and the
whole scenario. In real-world applications, the OPC UA technology is more convenient
than MQTT because, thanks to the LDS Multicast Extension, it can be used without the
central element (broker). An administration shell is formable manually by such steps as
providing data structures, tags, and other elements during the actual development and
implementation phases; however, to simplify the generation and configuration, the wizard
characterized in the previous chapter has been developed.

3.4. Formal Modeling

In addition to the continuous-variable dynamic simulation, as outlined above, we also
created a formal model using the discrete event system technique (powered by the SimPy
library available in Python). This model reflects our use case and consists of entities such
as a machine and a product (the simulation design is depicted in Figure 12). Utilizing these
elements, we follow the command level of details; thus, every machine or product can
interact with the others via commands (such as the call for proposal, start, and unload) and
events (such as started, production phase done, and unloaded). In this context, the modeled
production then comprises the bidding sequence and the Pack-ML interaction concept.

Moreover, fault injection is incorporated into the simulation, allowing us to induce a
failure in the machine operation phase and, thus, to simulate downtimes. In failure activa-
tion, based on the assumed exponential time distribution, the machine changes its state,
informs the product, and waits a Gaussian time to facilitate the repair cycle. Meanwhile,
the product aborts the current operation to launch the negotiation routine, attempting
to find another machine to be served. To transform the simulation code into a discrete
event system, some issues must be mitigated. The relevant tasks include decomposing the
execution code into atomic chunks according to the discrete event system definition; in the
bidding interaction, adopting the separate service (machine) reservation technique instead
of reservation during CfP handling; and ensuring that the service proposal evaluation is
atomic across all the machines in the factory that are associated with the product. The
discrete event simulation can run under various conditions and settings. Thus, the machine
counts and operation times were specified as close as possible to the dynamic simulation
settings, and we incorporated the Gaussian time in every operation (manipulating, pro-
ducing). Unlike the dynamic demonstrator, we simulated random product initiation (one
product per 2 s) and applied different failure-injection procedure settings.
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Figure 12. The architecture and flow of the discrete event simulation scenario.

4. Results

To compare the manual (via an OPC client) and automated (utilizing the presented
wizard, Figure 5) approaches to the formation of an AAS, we identified the pros and cons
qualitatively (Table 2).

Table 2. Comparing the AAS formation options.

Category Manually ConfigWizard (Automated)
Developing time very exhausting minimized
Knowledge of the developer demanding straight-forward
Modifications not featured supported
User-friendly dependable click and play
Compliance with the standard dependable hard-wired

The wizard-based designing was tested on the COMBED testbed, which contains
several machines involved in the manufacturing cycle. Each of these units is autonomous
and has an AAS capable of negotiating with other AASs. A product entering the cycle asks
for the services that allow it to be produced, and the machine is selected according to the
price and relevant associated parameters, with respect to the prespecified optimization
criterion. Importantly, the position of the machine on the assembly line is a major factor
determining how the products will be transported during the operational stages and after
completion, namely, when they are to be handed over to a distribution point or warehouse.
The advantage of autonomous machinery consists in its quick response to a failure. In
the event of a fault, the affected machine switches to the non-service state; if the problem
persists, the product can be re-routed and negotiated with another machine. After being
repaired, the machine returns to the operating mode to start offering its services again. At
this point, the unit may alter the price of the services due to the increased OEE. The testing
involved fourteen machines and nine warehouse rooms, with diverse quantities of products
entering production at different moments; importantly, the scenarios also comprised failure
and repair times. The entire simulation cycle was conceived to determine whether the
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AAS product algorithms can respond to emergencies, normal failures, and similar states
or conditions. In all of the scenarios tested, the planned products were manufactured
without operator intervention, as is typical of an ideal operating scheme. Regarding the
communication latencies, with a larger number of one-minute assets (the OPC UA clients
and servers) the delays were so long that the timeouts expired.

Initially, the tests were performed on only one PC, which hosted all of the AAS
instances. In this operation, the communication issues were not as prominent as those
that accompanied the scenario utilizing 14 computers with routers and switches, because
the local host interaction did not involve major packet delays, eliminating retransmission.
The high latency rates were primarily caused by the firewall and persisted even after
deactivation; due to this fact, MQTT replaced OPC UA, resulting in a significantly lower
latency. Considering possible origins of the issue, the OPC UA’s inferior performance
may have been induced by a bug in the applied framework. The latencies ranged from
hundreds of milliseconds in OPC UA to tens of milliseconds in MQTT; see Table 3.

Table 3. The communication statistics.

Message Message Count Average Time to Receive First Product Manufacturing Duration of Whole
Communication Type 8 Proposal or Refuse Message [ms] Time [mm:ss] Production [mm:ss]
OPC UA LDS and
OPC UA method call 5277 363 03:00 06:58
MQTT 6666 28 02:51 06:45
MQIT providers 1488 130 0135 1216

using queue

9854 29.

9856 29

9868 29

9872 29

933114

.933229
9858 29.

933298

.933385
9862 29.
9878 29.

933467
933545

.933622
9874 29.

933684

18842 29.947465

12942

.527852

12944 38.52798@
12947 38.528853
12949 38.528128

Using MQTT in a network of multiple PCs is associated with certain problems, and
these affected the AAS testing cycles on some of the computers. Generally, the issues
manifested themselves as follows: When initiated, an AAS product began to actively
negotiate the first service (Figure 13). This service, however, was being simultaneously
targeted by multiple other products, rendering the machines” AASs unable to respond
quickly enough; thus, after the timeout has expired, the product started to renegotiate
the required item, and the collision domain became congested almost immediately. The
firewalls, switches, routers, and related network components then caused spurious compe-
tition between the messages and, consequently, their erroneous processing (Figure 14). As
the response time was found to be within units of seconds, a timeout would have had to
equal at least 10 s; such an approach, however, might eventually lead to undesired delays
in the manufacturing cycle.

192.168.1.18 192.168.1.115 MQTT 1421 Publish Message (id=1) [/submodel/i48.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.114 MQTT 1421 Publish Message (id=1) [/submodel/i4@.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.16 MQTT 1421 Publish Message (id=1) [/submodel/i48.io/SubmodelType/3DPrinting]
192.168.1.10 192.168.1.15 MQTT 1421 Publish Message (id=1) [/submodel/i4@.io/SubmodelType/3DPrinting]
192.168.1.10 192.168.1.18 MOTT 1421 Publish Message (id=1) [/submodel/i48.ic/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.225 MQTT 1421 Publish Message (id=1) [/submodel/i48.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.224 MQTT 1421 Publish Message (id=1) [/submodel/i4@.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.12 MQTT 1421 Publish Message (id=1) [/submodel/i48.io/SubmodelType/3DPrinting]

Figure 13. The CfPs from the products to the 3D printers.
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192.168.1.18 192.168.1.114 MQTT 1421 Publish Message (id=2) [/submodel/i4@.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.16 MQTT 1421 Publish Message (id=2) [/submodel/i4@.io/SubmodelType/3DPrinting]
192.168.1.18 192.168.1.15 MOTT 1421 Publish Message (id=2) [/submodel/i4@.io/SubmodelType/3DPrinting]

Figure 14. The retransmission of unacknowledged messages and new calls for proposal.
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With multiple devices in the network, OPC UA appears to be more beneficial, espe-
cially if installed together with local discovery servers (LDSs) and supported by a multicast
extension (ME). This architecture, however, requires swapping the public keys (the PKI
standard); in such a procedure, each device to be registered by the LDS server provides
its public key, thus becoming a trusted item. In large networks comprising multiple LDS
servers, however, the same problem as that affecting the use of MQTT may appear.

The testing and measurement cycles allow us to conclude that MQTT does not match
conveniently with a greater number of AASs; in this context, OPC UA embodies the more
suitable option, despite the demanding implementation and the necessity of transferring
the public keys.

To test and fine-tune the algorithms, we created an environment to visualize the
messages sent between the individual assets. This procedure enabled us to define the
communication latency and the number of messages required to complete the test scenarios.
The bidding process messages are presented in Figure 15.

MESsAGES (6666)

@ |Prnduct_5011_43_POl_‘ ‘ 3IDPrinter_1_1 | ‘ 3DPrinter_1_2 ‘ | 3DPrinter_1_3 ‘ ‘ 3IDPrinter_1_4 | ‘ 3DPrinter_2_1 ‘ | 3DPrinter_2_2 ‘ ‘ 3DPrinter_2_3 | ‘ 3DPrinter_2_4
13:08:55.979 CalForProposal ) | i ;
13:08:55.971 CalForProposal :

13:08:56.016 calForProposal P

13:08:56.035 calForProposal p

13:08:55.978 CalForfiroposal 3

13:08:55.991 CalForAroposal Y
13:08:56.000 CalForProposal H ) ; |
13:08:56.238 CalForProposal | | )

13:08:56.214 q4 proposal

13:08:56.446 4 Proposal

13:08:56.458 Progosal

13:08:56.480 4 Proposal |

13:08:56.513 | Proposal

13:08:56.537 4 Proposal

13:08:56.537 4 Refuse

13:08:56.551 4 Proposal

13:08:56.770 RejectProposal 3

13:08:56.771 RejectProposal »

13:08:56.771 RejectProposal

13:08:56.772 RejectProposal 2

13:08:56.772 RejectProposal 2
13:08:56.773 Rejectrroposal »

13:08:56.775 Acceptbroposal P

13:08:56.787 { ServiceAvaiable ]

13:09:19.477 q{ servicefinshed

Figure 15. The bidding between a product and multiple printers.

Regarding the discrete event simulation, the results also indicate that the manufac-
turing cycle is capable of fulfilling the product requirements as fast as possible in normal
conditions (Figure 16); with multiple products to be served, however, the availability of free
machines becomes markedly reduced. Moreover, in a machine failure, the product opera-
tions are actively restarted without any intervention from the central system, ensuring the
completion of all products; the overall production time nevertheless increases (Figure 17).

The entire procedure, comprising 30 products, took 1.94 s using a single-threaded
engine on a normal PC and covered about 300 s of the manufacturing cycle. The following
run was characterized by the simulation time span of 31.365 s, and the computational time
equaled 15.749 s. Thus, the results exhibited a strong correlation between the simulation and
execution times, an effect that could be caused by the large amount of short-term events.
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Figure 16. The regular discrete event simulation scenario.
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Figure 17. The discrete event simulation scenario with failure injection activated.

5. Discussion and Conclusions

The results show that the ConfigWizard software allows an AAS to be formed in
a clearer and more user-friendly manner, especially as regards the specifications of the
individual submodels and their parameters, methods, and events. The automated AAS
generation process then not only saves a substantial amount of time but also utilizes rele-
vant standards according to the user-defined input data, such as the names and attributes
of the parameters. Another outcome of the research consists of exploiting the generated
AASs to create a virtual manufacturing demonstrator facilitating production management.
The interface between the AAS and the actual assets of the virtual demonstrator can be
characterized already at the stage of designing the individual AASs, via both parameteriz-
ing the communication technology and mapping the transmitted variables. The interface
of the real asset is then specifiable in the same manner. Within the presented use case, the
production management utilizes AASs that comprise functions outlined in distributed
production planning as set out through 14.0—namely, functions to enable bidding between
semi-finished products which require processing services and also between machines or
tools providing such services. The initial simulations (both the dynamic and the event sys-
tems) indicated that the manufacturing system flexibly responds to incoming requirements
for new products (by including them in the queue) and actively resolves problems associ-
ated with manufacturing faults. To optimize the applied distributed production planning,
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it is, however, necessary to perform multiple simulations, all complemented with artificial
intelligence algorithms. For this purpose, the created event- system simulation is consid-
ered the best candidate. The dynamic simulation, namely, the integration of the AASs in
the test demonstrator, yielded the manufacturing times needed to produce the virtual car.
A more significant parameter nevertheless lies in the service bidding mean time (the period
required to accept or decline a bid), which, in the described scenario (5 AASs in a local
network), ranged within lower hundreds of milliseconds. The outcomes of the discrete
event simulation point to the suitability of a short time horizon and the need of an engine
optimization process. In order to be usable by machine learning algorithms, the model
should work as fast as possible to support a high amount of simulation iterations; this
paper then proposes a convenient trade-off between the complexity and quick executability
of the model to maintain the functions sufficiently credible. A major factor supporting
smooth applicability of the system and related procedures can be identified in the fact
that the AAS actually performs its functions, using a standard communication interface to
operate in the heterogeneous environment of a manufacturing plant. The AAS is present
at all levels of automated plant management, facilitating their effective interconnection.
Thanks to the standardized parameters, attributes, events, and communication, the data
associated with the design, preparation, order, and manufacturing stages are eventually
assignable to the final product.

The future research aims and objectives involve linking the testbed to a standard
MES control enabled by an experienced production operator and testing the production
response rate, robustness, OEE, and other factors related to both of the production control
options in the same scenarios. Importantly, the use of the created discrete event system
will be further investigated too. This plan, however, involves certain limitations, especially
in that the research and real-world production testing will require the technology to be
employed in the entire manufacturing plant; such a precondition then means that the
lengthy fine-tuning and commissioning may generate substantial costs. In this context, the
testbed facilitates monitoring and improving the functionalities and responses to diverse
errors and nonstandard situations.
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1. INTRODUCTION

The previous three industrial revolutions arose from the
invention and advancement of steam-powered mechanical
manufacturing devices, electrified mass production, and
operational electronic systems and computers (Matik 2016).
By comparison, the present - or fourth - revolution, in addition
to being focused on industrial production, also introduces
fundamental changes to multiple fields beyond the traditional
interpretation of the concept. Thus, the process virtually
embodies a novel philosophy to transform various branches of
industry, technical standardization, safety, education,
legislation, science, research, the job market, the social system,
and other related provinces.

The onset of novel technologies leads to procedural
requirements such as the pressure for higher flexibility in
industrial production, increased cyber safety, and effective
interdisciplinarity. In this context, Industry 4.0 does not
constitute merely an effort to digitize production but rather a
comprehensive system of changes associated with different
activities. Within industrial manufacturing, the concept
transfers production from individual automatized units to fully
integrated, automatized, and continuously optimized operating
environments. The basic principles of Industry 4.0 applied to
production are as follows:

e Interoperability, or the ability of the cyber-physical
systems (CPS), persons, and all other components of smart
factories to communicate together using dedicated
networks.

e Virtualization, or substituting physical prototypes with
virtual production designs, means, and processes. The
actual commissioning is then realized within a single
integrated procedure involving both the manufacturer and
the supplier.

e Decentralization, where the decision-making and control
are performed autonomously and in a parallel manner
within the individual subsystems, which communicate
together via a common network (Internet of Things - IoT).

e Real-time operation as a key precondition for
communicating, decision-making, and control in real-
world systems.

e Concentration on services, in which the naturally preferred
actions are the offering and utilization of standard services
(Service Oriented Architecture - SOA).

e Modularity and reconfigurability, where the systems
exhibit maximum modularity and capability in
autonomous reconfiguration based on the automatic
recognition of present conditions.

o Horizontal integration, extending from systems that
receive and confirm orders through the manufacturing
section to dispatching the finished product and supporting
its post-production life cycle. This stage includes the
possibility of optimizing the manufacturing processes
within the entire value chain.

e Vertical integration, from the lowest level of the automatic
control of physical processes characterized by critical time
demands, through the manufacturing section management
to allocating the company resources via Enterprise
Resource Planning (ERP) systems with time constants in
the order of days or weeks.

Deploying the above paradigms in the areas of production,
storage, quality management, and maintenance will create
cyber-physical systems. In this way, physical machines,
devices, warchouse systems, but also individual products will
be represented in the virtual world. Each of these elements will
be able to act autonomously through the communication
interface and its internal model. Autonomous decision-
making, as well as the autonomous collection and evaluation
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of important data, will play an important role not only in the
production process but will also provide important information
for the entire life cycle of entities (whether products or entire
factories).

The cornerstone for making the above-described behavior of
individual elements accessible is the possibility of their
unambiguous identification, localization (or self-localization),
preferably in a continuous-time, knowledge of their history,
current state, and the target state. The transformation of an
entity from the current to the target state can in principle be
achieved in different ways, so the entity must be able to decide
which of the ways to achieve is optimal. The vertical and
horizontal integration itself is maintained. The systems are
arranged vertically within the hierarchical structure of the
company. Horizontally, then within the value chain across
companies.

2. MANUFACTURING EXECUTION SYSTEMS

Many new entities, categories, levels, platforms, and
integration processes are convincing ways in which process
automation undergoes dynamic evolution (as mentioned in the
introductory chapters). For many years, albeit in different
variants and colors, the company's control system presented

itself with a two domain pyramid (process control
domain/entreprise domain) (Jasperneite, 2020).
L4 ERP
Business Planning Enterprise
and Logistics Domain
L3 MES/MOM
Manufacturing
Operations
Management Process
Control
E2i 0 Process | Domain
Batch Discrete
Control
Fig. 1 — four-layer pyramid

Manufacturing Execution System (MES) is an information and
control system supporting the efficient implementation of
production operations. Using up-to-date and accurate data, the
MES system guides and triggers plant activities and provides
information about them as production events occur. Ideally,
the MES system consists of a set of functions that control
production operations from the moment of placing an order in
production to the delivery of the product, while plotting all
phases of the overall production process.

Sometimes the MES system is omitted and its role is partially
taken over by the ERP system. These systems offer a
coordinated approach to many functions, including customer
management (i.e. digital process support from quotation to

product distribution and invoice payment), resource and
supply chain management (i.e. inventory management,
material purchasing, master orders, recalls, or prospects) as
well as production planning according to orders. In certain
types of industrial production, the MES system can be replaced
by ERP, but more often the role of MES is irreplaceable.

2.1. MES history

The first level was the operational management systems,
which represented only the off-line advisor of the operator.
The information was provided as a recommendation by the
company's management to the operator. Therefore, the action
could not be implemented automatically. The time of
implementation of the action was calculated in shifts or days.

The next step was the introduction of ERP systems, which
allowed rapid evaluation of results for changes in process
management, but remained slow and error-prone transmission
of information in the form of paper, telephone, fax in both
directions of data flow. In such a situation, it often happened
that fears of a shortage of raw materials led to the accumulation
of raw materials in warehouses. Similarly, fears of a shortage
of goods led to the accumulation of products in shipping
warehouses.

The introduction of MES has brought opportunities to
implement measures such as Just-in-Time and Lean
Manufacturing. The systems enable tracking, reporting,
quality monitoring, and other functions.

Over time, due to the pressure on the interoperability of
various solutions, the ISA-95 standard was established. This
standard has created a platform for standardized MES. The
platform is called Manufacturing Operations Management
(MOM). Basic definitions and terminology have been
developed within the standard. Furthermore, general
requirements for MES were defined. Another part of the
standard is the definition of models and functions for
individual data flows at level 3 of the pyramid. The last part of
the standard prescribes the forms of interfaces and models for
the integration of ERP and MES. It was the American ISA-95
that was the basis for the international standard IEC-62264 for
Enterprise Control Integration.

There are currently MES products on the market for which the
manufacturers declare some relation with the concepts of
Industry 4.0 (Wascher, 2016). An example is MES4 software
from FESTO. The manufacturer declares that this software is
specially prepared for CP Factory platforms for teaching
Industry 4.0 topics. The MES, from the informatics point of
view, is based on the MS Access database. In terms of
communication, it forms a bridge between the production
facilities and the database. From the user's point of view, it
provides a graphical environment for creating production
plans, defining resources, production operations, and materials
on the one hand, and an environment for displaying the
production process. All communication is realized through a
database, there are no user operations that would allow the
initialization of a direct connection to the production modules.
In addition to standard functions, the MES4 environment
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provides a tool for simulating communication on the MES
protocol side. The tool simulates incoming queries from
application modules and the system responds with the
appropriate change on the database side. It is thus possible to
simulate the entire production process without connecting to a
real or virtual line step by step.

By far the weakest point from the point of view of Industry 4.0
is the creation of production plans. Although the MES4
environment supports the decomposition of the production
process into elementary, parameterizable production
operations (drilling, heating, etc.), when creating a production
plan, it is necessary to define a specific application module that
will perform this operation in this case (Christian, 2017). This
limitation contradicts the philosophy of the intelligent
production line of the basic principle of Industry 4.0, ie the
decentralized principle of production management and
degrades the whole process of the CP Factory system back into
the sphere of Industry 3.

In the case of MES4, if the level of decentralization is to be
achieved so that we can talk about the Plug and produce
system, changes must be made not only at the level of MES4
itself but also at the level of digital interfaces of production
parts of the system (production resources and materials). The
first step is mainly the implementation of the system of
demand and supply of production operations.

Demanding and offering specific, parameterizable production
operations must be implemented at the level of production
entities or their digital interfaces (in the case of a system
operating based on MES4, we intentionally avoid the AAS
designation because the digital interface of modules of this
system does not meet the basic requirement for AAS. A
standardized, self-describing protocol such as OPC AU,
AutomationML, etc.). Each entity can then be at a certain stage
of the production cycle ordering or supplier of some
production operation. The selection of the optimal supplier for
a particular operation will then be performed by a specific
algorithm, assessing the specified parameters. Depending on
the specific implementation, this selection can be either a
simple comparison of the price of a given operation from a
specific supplier or a complex process based on many
variables and statistical data, using elements of artificial
intelligence.

The role of MES4 in such a system can then be either
minimalist, where MES4 will only serve as an interface for
communication with the data warehouse (this concept is
described in more detail in this article), or it can serve as an
active intermediary in the process of negotiating and selecting
the optimal supplier. This approach may be appropriate if the
optimization process is a complex algorithm working with
large data. MES4 has direct access to this data and, due to its
deployment on a classic PC, practically unlimited computing
capacity.

2.2. MES future in the Industry 4.0

As mentioned in the introduction, a lot has already been
written about Industry 4 and like the previous example shows,

the role of MES is often not fully understood and implemented
there. Industry 4 is often reduced to the phenomenon of the so-
called digital factory containing self-organizing production
machines and equipment based on mutual communication of
all participating entities. In this paradigm, the question - What
will be the role of MES in such a factory - can be very
interesting. Will MES not become completely useless? Or,
conversely, will the MES still play a key role in achieving the
above? What functions will the MES continue to perform?

One of the main roles of MOM in a traditional manufacturing
company falls into the field of planning and management of
production processes. The executive module MOM is
therefore directly linked to individual production machines
and equipment, which are controlled centrally by this module
without the possibility of their own decisions. However,
technical developments in this area have brought innovations
that include not only the above-described smart objects or
cyber-physical systems, but also:

e Ability to store or retrieve data or use computing power
distributed (cloud computing).

e Ability to store and analyze large amounts of data (big
data).

e Ability to access distributed functionality through services
(service-oriented architecture)

e Possibility to connect production operators with the rest of
the system using digital communication means
(smartphones, smart glasses, etc).

e Ability to use artificial intelligence methods and integrate
them into existing processes.

There are several ways to answer the question, namely what
role MOM should play in such systems. From the answer "it
will play no role because it will be taken over by ever-
improving Process Control Systems (PCS) and ERP systems",
to "absolutely crucial, it will be the most important element of
the whole organization and the interconnected value chain".

However, to meet the requirements of Industry 4.0 in all areas
of operations management, today's MES systems must
transform. Recall that the standard defines 12 functions that
can be divided into four areas - production, storage,
maintenance, and quality. Within these areas (domains), the
standard defines individual functions,

their models and formalizes data flows between these
functions. (see Fig. 2) The generic activity model is valid for
all four described domains. Some MOMs are created as
monolithic solutions in which all four domains and full
functionality are implemented. Due to the high degree of
decentralization in Industry 4.0, emphasis is also placed on the
possibility of decentralized deployment of such a system,
where only one or several parts of it are operated in several
different host systems (Colombo, 2017). Therefore, the MES
must be transformed from a monolithic application to an
application (system) with a modular structure. Given that
monolithic applications do not have a strong emphasis on
creating standardized communication between individual
application modules (due to their strong interconnectedness
and the need to follow the standard requirements of service-
oriented architecture), there is also a need for transformation
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in the way data is shared between individual modules
(services) of the newly emerging system. The exchange of
increasingly heterogeneous data between systems is also
expected within Industry 4.0. Recall that the original
specification within IEC-62264 consists of about 10 different
data models (equipment model, personnel model, material
model, process segment model, production definition model,
and several others).

Operations
Definition

QOperations
Capability

Operations
Request

Operations
Response

Detailed
Scheduling

Resource

management Tracking

Analysis

Dispatching

Definition

Data
Management

Collection

Execution
Management

Fig. 2. Generic activities model from IEC 62264

Future MOM platforms will be characterized by the transfer of
other types of data beyond these models, so new semantic
specifications must be created. It is necessary to note that this
will be not only data that will always carry current information
from these domains but also data that was generated during the
entire life cycle of the product or device (Karnouskos, 2011).

Service requester (product)

Bidding communication channel
to service providers
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With the increasing modularity, it is also necessary to take into
account the disintegration of the existing organizational
structures, where the responsibility for the division and control
of tasks always fell on the superior element. Smart
manufacturing and Industry 4.0, with the support of modular
structures with high granularity, tend to record the division of
responsibilities among many elements built on a similar level
with the possibility of easy substitutability, redundancy, and
adaptability (Colombo, 2017).

Over time, the volume of production data that is
communicated to higher-level systems continues to grow. It
must be said that in terms of the number and volume of data,
data analyses in the industry are currently at an incomparably
lower level in comparison with, for example, analyses of social
networks or customer behavior. There are still many
production managers who are skeptical of the big data concept.
These people believe that data should only be collected and
archived if there are compelling reasons to do so. With the
advent of Industry 4.0, due to the process of decentralization,
the volume of stored data will multiply and data will also be
collected, which today cannot be said to be useful or useful.
The use of Data Mining techniques will be necessary to
evaluate this data. At the same time, these techniques will
enable unprecedented possibilities for context analysis, not
only in predictive maintenance.

2.4. Typical process tasks provided by MOM

The individual functions of the original MOM can be divided
in terms of the requirement for their logical centralization
(better said, uniqueness). It is clear that, for example, order
processing and the process of putting products into production,
together with the dates of their planned completion, taking into

Service provider
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Fig. 3. Extended MOM models for Service Requester (left) and Service Provider (right)
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account the availability of resources, will be a task for a single
instance of the system. Furthermore, for example, the
calculation of the total KPI for a certain group of machines, or
the entire production area, will again always be carried out
centrally, although it is possible to take into account the partial
KPIs calculated at lower levels. The final archiving of
production data can in principle be decentralized, but for
example, the analytical database used for data analysis is
usually centralized.

As already indicated, each of these activities can be widely
distributed (KPIs can be calculated in individual machines,
production planning can be distributed to the planning of
smaller production units, quality and maintenance data can be
recorded locally and pre-processed).

3. DISTRIBUTED MOM PLATFORM

All the information provided so far has taken into account the
design of MOM as a system whose only running instance
within the manufacturing plant is operated in a distributed
manner. However, we believe that the right solution for
deployment in Industry 4.0 is such a method of distribution,
where all the necessary MOM modules are modeled and
operated within each asset. For each, let's define all four
domains (sometimes called pillars) that MOM describes:
production, warehousing, quality, and maintenance, and
implement the necessary modules according to the type of
asset.

The IEC-62264 standard further specifies 4 information types
that are communicated between MOM and ERP systems.
These four domains are

e Production definition (DEF in following) - transfer of
product definitions, the main flow is from ERP systems to
MOM.

e Production capabilities (CAP) - the transfer of capabilities,
such as expected performance, ie future production
capacity. The main flow direction is from MOM to ERP
systems.

The information provided can be used in the ERP system
for use in production planning.

e Production schedule (SCH) - transfer of production
requirements, the main flow is from ERP systems to MOM.
The predominant type of data in this domain is the task
queue.

e Production response (RES) - transmission of recorded and
(partially) evaluated data from production. The main flow
direction is from MOM to ERP systems.

For communication within business and manufacturing
domains, 5 types of resources are defined within IEC 62264-
2. These are personnel, equipment, physical assets, materials,
and process segments. All these sources are communicated
through the described types of information between individual
systems or parts of one distributed system.

In the case where the mentioned functional model is to be
distributed to the AAS, it is necessary to specify, which
directions of data flow will prevail for individual types of

information (definition - DEF, capability - CAP, schedule -
SCH, response - RES), i.e., whether the asset represented by
its AAS will be a Service Requester (SR) or Service Provider
(SP) for individual domains. The following table summarizes
the data flow directions for each type of information and MOM
domain. The table is valid for the active part of the lifecycle of
a single product instance.

3.1. Extended MOM model for distributed scheduling

Using the basic MOM model with minor modifications (see
Figure 3), distributed production control can be achieved
according to one of the pillars of Industry 4.0, while
maintaining the idea of using AAS according to VDI / ZVEI.

By mapping MES / MOM functions to AAS, it is not necessary
to implement standard AAS functions - data provision (passive
part) and orchestration (active part). Using the concept of
Service Requester and Service Provider, we defined both
functions and information flows (as can be seen in Figure 3).

Table 1. Main roles of distributed entities

Domain DEF CAP | SCH | RES
- Production SR SR SP SP
g-é L Maintenance SR SR SP SP
g 2 22 | Quality SR SR SP SP
% 22 Storage SR SP SR SP
=25
5 g Production SR
£ %;8 Quality SR
= Production SP SP SR SR
52 | Qualiy S |SP [SR [SR
n o*
Production SP SR SP SR
B Maintenance SP SR SP SR
sz Quality SP SR SP SR
S EE Storage SP SR SP SR
Production SR
2 Maintenance SR
g3 3 Quality SR
/o Storage SR
o o Production SR SP
€25
£ 38 g

Smart prod. *born — stands for the start of the product instance
lifecycle when the product definition is loaded into the product
Asset Administration Shell.

Smart prod. **prod — stands for the production part of the
product instance lifecycle when the product Asset
Administration Shell negotiates the production process
throughout the production line.

The passive part consists of submodels providing Production
Definition, Production Performance, Production Scheduling,
and Production Response. The active part must implement at
least a bidding function for both types and a queue for the
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Service Provider. The active part consists of submodels
implementing Production Scheduling and Dispatch.

The standard (ZVEI, 2019) defines the method and convention
of communication between 14.0 components in the form of
messages. The content of these messages can therefore be
compiled from submodels designed for data segmentation.
Segmentation of offered and provided services is provided by
the Resource Management function, a command is brought by
the Execution function and data concentration is equipped by
the Data Collection function. Each of these functions can be
implemented by a submodel, appropriate methods, and events.

For the order of SP in the case of successful negotiation of the
service by the SR, we chose the PackML standard
(AutomationML), which is also widely used in practice. This
communication channel connects the scheduling functionality
output on the SR side with the scheduling functionality input
on the SP side. Furthermore, the instruction to start the service
is already planned at the level of SP, resp. at the level of the
target device.

According to the standard, the bidding process is also
implemented using 14.0 communication, while the SR
negotiates the possibilities of completing tasks at individual
SRs, while the Resource Management and Detailed
Scheduling functions are active.

Asset comfn. interface

Bidding
communication
channel

SP (machine 1)
equipped witl
MES/]

Service
provider
comm.
channel

Bidding
communication
channel

Fig. 4. Communication channels between distributed entities

The flow of the whole process can be as follows: Dispatch
(orchestrator) in SR detects that an operation defined by
Product Definition needs to be performed. Calls the Detailed
Production Scheduling (DPS) function to negotiate and
schedule the operation. DPS using 14.0 communication will
start negotiating with other SR, resp. with their Detailed
Service Scheduling on time options. It will only respond to
those SPs that contain the required operations (Product
Capability). The dispatch, therefore, receives information

about the successful negotiation and issues an execution of
order using the Execution function. Using the PackML /
AutomationML standard, this command is transferred to the
Detailed Service Scheduling functionality in the SR. If the
machine is free, resp. when the operation takes place, the
Dispatch function issues a command to configure the machine
and then uses the Execute functionality to start the operation,
which is ensured by the communication between the Dispatch
functionality and the asset (machine) itself. Similarly, the flow
of the operation and their parameters travels through the
functionalities Service Data Collection, Service Tracking,
Data and PV reporting channel, Production Data Collection, to
the functionality Production Tracking.

Figure 4 shows the implementation of distributed intelligence
(distributed production control) within the individual assets in
the manufacturing plant. For simplicity, three SPs (two
production units and one warehouse), one product, and a MES
system are implemented, which serves as a passive database
on product tracing and uploads process definition to products
and machines.

From this point of view and the definition of individual SP /
SR, it is possible to create the same AAS for the operator,
which thus becomes an SP and can offer its services, as well
as production machines.

From the point of view of individual functions and submodels,
the production machine (primarily SP) can also be SR, in case
of the need for service intervention, import of raw materials or
semi-finished products (parts), etc.

It is therefore a universal model operating in the entire
production segment.

4. CONCLUSIONS

The article describes the roles of MES systems, their internal
organization, models that are defined within the ISA-95
standard, as well as the specific MES, which is presented by
its manufacturer as MES for Industry 4.0. It is shown that this
system cannot define the method of production of products on
the production line in such a way that it can be carried out in a
decentralized manner to achieve attribute 4.0.

The traditional role of these systems, in particular centralized
production management, is likely to be replaced by dynamic
decentralized decision-making, which appears to be better in
the event of emergencies and has other advantages.

The main part of the article deals with the proposal to modify
the generic models of the MES system to suit decentralized
ideas. First of all, a new communication service channel is
proposed, where a pair of entities — provider and requester
should communicate together. Typically, in Industry 4.0 there
is a smart product, respectively its smart interface — Asset
Administration Shell. This shell is responsible for the
manufacturing of the product instance itself. Shell thus uses
the communication service to negotiate production capacity
throughout the manufacturing line.
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Abstract—This work examines today's modern possibilities for production management.
More specifically, we focus on MES (Manufacturing Execution Systems) and its
integration within the concept of industry 4.0 using AAS (Asset Administration Shell). It
also describes a specific integration for a simple virtual line designed in ABB
RobotStudio, which is first controlled using MES and then the production is encapsulated
using AAS. The AAS is then supposed to interact with ERP (vertical integration) and also
with suppliers and other manufacturing units (horizontal integration).

Keywords—MES, AAS, IMES, RobotStudio, virtual factory, OPC UA

1. INTRODUCTION

This article deals with the possibilities of using advanced production management using MES. For
demonstration purposes, we will manage a virtual line created with the help of ABB RobotStudio. As
MES, we used one of the open source applications available on the Github server.

All communication takes place using the OPC UA protocol, both with the database and the virtual line
and in the next phase with the AAS and the virtual line. This communication is mediated through the
NodeRed tool, thanks to which we have relatively easy access to the Firebase realtime database.

A similar topic was dealt with by colleagues in the article [1] in their case, however, it was the use of
AAS for MES and its superior system - ie ERP (Enterprise resource planning). Our work is more
focused on communication of MES with a lower level - ie with line or PLCs. In the article, however,
they used MES from a different creator than us.

2. AAS — ASSET ADMINISTRATION SHELL

The Industry 4.0 concept uses their AAS - Asset Administration Shell digital envelope to standardize
equipment descriptions. The purpose of these envelopes is to ensure the exchange of information
between the facilities, between them and the production coordination system and the engineering
tools. [2]

The figure 1 shows the description and connection between the physical device and the AAS. The
device envelope (AAS) consists of two parts. Header, which lists unique device identifiers. A body, in
which other information about the device, its properties and other important information such as the
production process is given. [3]

Access to Information and Functionalities

Identification Asset{s)

Identification Administration Shell
Smart Manufacturing Component

Submodel 1; e.g., 3D Printing Body
Administration Shell
Property 1.1 —>| Data Data
Property1.1.1 '/—;/vl—l \—‘
Asset (e.g., 3D printer) ggg:ﬁ; %i%% -—>
—_—
Submodel 2; e.g., Manufacturing process
Property 2.1
o Property2.1.2 * |

Strict, coherent format ' Different, complementary data formats

Runtime data (from the asset)

Figure 1: Structure of AAS [3]
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3. IMES

We used the available open source IMES application to manage our virtual line. This application is
relatively simple and should be fully suitable for our demonstration purposes. The advantage of this
application is that it already has a module ready for possible sensors that can record the progress of
order processing in the company.

1'! Trigger l ltem counts
Machine IR Sensor NodeMCU

OEE, Progress Duration, Counts

-

IMES Database

Figure 2: Structure of AAS [4]

4. COMMUNICATION BETWEEN MES AND FACTORY

We will use the protocol for industrial communication for communication between individual
components. OPC communication is generally used for the exchange of data between different
industrial systems. In automation, it is a universal communication platform that can connect to the data
of hundreds of different types of devices from different manufacturers and convert this data into a
single OPC communication, understandable to many superior applications such as ERP, SCADA, or in
our case MES.

Communication between the client and the server takes place exclusively through calls and processing
of services (Services), which deal with the control of individual parts of the OPC UA server functions.
Both queries and answers have their common headers, where the client has, for example, the ability to
set the required information to be returned by the server for all queries. [5]

5. MANAGEMENT STRUCTURE WITHOUT AAS

In this case, it is practically a classic pyramid control, where data is exchanged between the virtual line
and the database of our application. RobotStudio creates the OPC Server and sends the simulation data
to it. We read the production progress data from the server using the NodeRed tool. We then send the
data to our Firebase real-time database. In the same way, communication takes place in the opposite
direction, where we read information from the database and send it to the server.

This is illustrated in the block diagram in Figure 3

FIREBASE Start of production ™ -\ NECTOR > Start of production — > SOEPR(i‘II’lTIE,BI\q
<«— Product Counter «—— «— Product Counter <——
Product Counter
Product counter )
Start of production
Placing an order
-~
L4
VIRTUAL
IMES ASSEMBLY LINE

Figure 3: Block diagram classic management
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6. MANAGEMENT STRUCTURE WITH AAS

When managing with the help of AAS, we will create an envelope, which we will cover our entire
application and we will communicate only with the header of our asset. Eventually, the entire AAS
will have modules in place for both communication with the enterprise management system (ERP) and
communication with the lower tier. The ISA-95 standard tells us what information should be passed
on. In our case, however, this would mean that we would have to modify the database of our MES
application. Therefore, we will prepare only the given submodels in our AAS and | will use only those
that will be beneficial for our application.

Communication between the asset and AAS blockes takes place on the basis of SQL statements. Based
on them, the data will be written directly to the Firebase database of our MES application. The
configuration then takes place on the basis of our selected submodels "communication settings" and
"definition of variables and methods". However, these submodels can be extended by others.

The block diagram here shows the possible structure of the project

Identification Asset(s)
Identification Administration Shell

submodel 1;
 Property 1.1 "__’w/ Data ot
111
operty 1.1.1.1 :
Property1.1.1.2 e—— | Function | | Function
OPCUA >
SERVER CONNECTOR
; A
f B
SQL COMMANDS
4
CONNECTOR | FIREBASE
] o
weMED
-
> VIRTUAL
OPCUA >
ASSEMBLY
| SERVER ek
I ABBROBOTSTUDIO | [}

Figure 4: Block diagram management with AAS

7. DEMONSTRATION OF MES AND VIRTUAL LINE DEPLOYMENT
Figure 5 shows one of the possible deployment methods. This is line control without the use of AAS.

Here we see a virtual line created in RobotStudio and part of the IMES application. More specifically,
the production monitoring section, to which we receive data from the simulation.
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Part Solar Panel

aaaaaaa

Figure 5: example of IMES deployiein

8. CONCLUSION

This work deals with the possibilities of production management on a demonstration virtual line. Both
the classical methods of control using the MES itself and the possibilities of control using the AAS are
discussed here. This means for us that we will pack our entire application in asset and create
submodels according to the ISA-95 standard. This standard tells us which data and information are to
be sent one level up (to the ERP) and also one level down, e.g. to the control PLCs.

In our work, we first had to run the IMES application and pair it with the Firebase Real time database.
After that, we used the NodeRed tool to connect our database with the OPC UA server, which
generates simulations in ABB RobotStudio. In this simulation, pulses are generated for the simulated
sensor, we then calculate these pulses and thanks to that we can monitor the production process after
that. We try to ensure all data transmission through communication via the OPC UA protocol, which is
one of today's standard industry protocols.
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Abstract: The paper deals with the issue of Asset Administration Shell (AAS), especially from the point
of view of production process optimization. From the authors' point of view, Industry 4.0 brings the main
advantages especially in decentralization and thus the independence of individual production machines,
which will enable greater variability of production and better response to failures. The content is a
description of the parts of the AAS that are closely related to production optimization, these are active
submodels for autonomous negotiation, optimization (evaluation criteria), predictive maintenance and
resilience. In the case of the implementation of the mentioned submodules, a robust production solution
will be implemented, which is suitable for discrete piece production with direct links to the customer, who
can freely configure his product. This paper provides an overview of optimization in the use of AAS and
their main functions - submodules and their possible implementation and benefits for production systems.

Copyright © 2022 The Authors. This is an open access article under the CC BY-NC-ND license
(https://creativecommons.org/licenses/by-nc-nd/4.0/)
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1. INTRODUCTION

Standardization is one of the primary goals of Industry 4.0,
mainly due to interoperability, and thus horizontal integration
at all levels of the manufacturing company as well as at all
stages of the value chain. With the growing trend of agile
production (agile production systems), a quick possibility of
conversions to a new type of product is required. In the
preparation and modernization phase, it is essential that tools
in different domains can work together. To achieve such
interoperability, it is necessary to have standards so that the
same information can be used in more than one sector.

In the Industry 4.0 reference model (RAMI4.0), the Asset
Administration Shell (AAS) is presented as the cornerstone of
interoperability. Asset Administration Shell can be imagined
as an extension of any device that wants to cooperate in the
Industry 4.0 world. Such a device can then be called an
Industry 4.0 component — ie a device enabling active data
exchange within an Industry 4.0 network. AAS consists of
several submodels that extend and describe its functionality,
but also the functionality of the device (asset). The primary

task of AAS is to interpret the functionality, information,
parameters, documents, etc. of the asset in a standardized
consistent form. AAS of any product, standing, etc. - generally
asset, should ideally arise at the beginning of the value chain.
AAS can also be used to standardize human actions, thus
creating an AAS operator.

AAS functionality can be divided into two parts:

e Passive — part of AAS containing submodels for
storing data related to the asset (datasheets, project
documentation, 3D models, diagrams, identifiers,
etc.). This is a function that does not require a
communication interface. It is thus a standardized
data storage structure mentioned above. This part is
crucial especially at the time of product design (ie
before its production) and subsequently after
completion, where it is possible to store all the
information from the production process of this
asset.

e Active — part is the cornerstone for autonomous
production management. Machine autonomy is a key
pillar of the Industry 4.0 idea. However, the most
efficient autonomy can only be achieved with a

2405-8963 Copyright © 2022 The Authors. This is an open access article under the CC BY-NC-ND license.
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standard  machine-to-machine ~ communication

interface, which is provided by AAS.
The optimization of the production process can be viewed
from different angles. One of the possibilities is energy
optimization or optimization of the production process. These
are the most frequently addressed issues in production. For
example, by optimizing the production process, production
costs can be effectively reduced, but also the time required for
production. The following can be considered as optimization
of the production process:

e Production planning optimization — self-organized
production = distributed production management.
The consequence of the use is energy optimization
and the need for production in stock.

e Resilience of production systems — lower failure rate
and in case of failure it is a safe failure.
Communication network resilience is an important
part of Industry 4.0 horizontal integration.

e Predictive maintenance (PdM) - with the amount of
data obtained during the production and creation of
digitized service operations, it is possible to predict
service operations more and plan them in an ideal
time when the production unit is idle or during
technology outages. This eliminates unwanted
downtime and service operations that can be
efficiently scheduled and do not interfere with the
smooth running of large production units.

2. RELATED RESEARCH

Currently, standards for AAS are being developed and the idea
of these standards is to implement them in real production. The
ZVEI / VDI (Verein Deutscher Ingenieure) standard is
relatively complex and is therefore difficult to fully implement
in existing control systems, so the resulting implementations
often differ. Concessions, depending on the platform
implemented, can cause incompatibilities between 4.0
components. The basic and most used control system in
industrial automation is PLC (Programmable Logic
Controller). The authors of the article (Cavalieri, 2020) dealt
with the creation of parts of AAS for PLC, and our next work
on the 14.0 testbed called Self-acting bartender (Kaczmarczyk,
2018) will also deal with this direction. Another principle of
AAS implementation is a server / cloud solution which, in our
opinion, is only suitable for machines with an Ethernet-based
interface. It would be very complicated to connect the server /
cloud version of AAS using buses such as RS485, RS232,
CAN etc.

Another significant disadvantage is the theoretical
centralization of technology — all AASs run on the same
hardware and rely on a single communication interface. This
can be solved by redundancy or a similar approach. This can
minimize the risk of failure, but in essence it runs counter to
the decentralized approach of Industry 4.0 principles.

The ideal solution thus seems to be a full implementation in a
PLC or the creation of embedded hardware, which will be part
of the production machine. It would also include a suitable
interface for the asset.

However, none of these ideas address, for example, where the
AAS product or the AAS operator will be physically located.
As part of the work on the research project Self-acting

bartender, our research group will focus on solving these
unknowns in the issue of AAS implementation.

3. ASSET ADMINISTRATION SHELL FOR
MANUFACTURING OPTIMIZATION

This chapter details the key features of AAS. These are mainly
features that help optimize the production process, which lead
to higher efficiency of the entire production chain.

3.1. Distributed manufacturing process

The current principle of production using the MES
(Manufacturing Execution Systems) system is very robust
until the moment when the production machine fails, and it is
necessary to reschedule production. The weakness of the
solution using the MES system is also the centralization of the
entire solution and the impossibility of modifying the
production process, for example in the form of plug and play,
the addition of production machines, etc.

In contrast, it is possible to use production control using
autonomous production units. The basic idea of Industry 4.0 is
the possibility of two-way communication between individual
devices. Ideally, production planning can be distributed among
separate units because each machine, software, product,
operator, etc. is able to communicate with any device.

Using AAS and its submodels, it is possible to implement
models for production planning, negotiation (implementation
of supply, demand, orders, etc.) and other necessary
submodels for the full functionality of distributed production
management.

MES, as it is known today, will thus be reduced to a mere
passive database containing production steps according to the
customer's order. Upon receipt of the order, the MES system
creates an AAS for the product and provides it with all the
necessary information so that the product can '"be
manufactured by itself’. With the use of unified
communication and functional units (submodules), he is able
to negotiate individual production steps on machines in
production, plan transport to the workplace and possibly
optimize its production in case the machine breaks down or a
third-party supplier needs to be used.

In order for everything to work properly according to the
current vision, it is necessary that everything follows the same
standard. In our implementation for production testbed Self-
acting bartender, the implementation of AAS will be as closer
as possible to be compatible with the ZVEI / VDI standard.

A great benefit of distributed production management is the
ability to reschedule the entire production on the fly and it is
possible to optimize the production time of the product, and
thus the price and potential energy costs for the production of
each product. Optimization submodels can be easy for initial
validation, but there is a huge opportunity for research on how
to implement intelligence and planning optimization in AAS.
This approach then leads to the optimization of the entire
production from many perspectives.

3.2. Digital Twin

A new approach to production optimization solutions is to use
virtual commissioning, often referred to as Digital Twin. As
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the name implies, this is a digital copy of a real device, which
is used not only in development but also, for example, in
putting the machine into operation.

Virtual simulation of the production cycle brings us important
information not only in real time, but also in a shorter time
horizon. This can be used when planning production-related
logistics operations or when planning individual production
machine operations. The AAS twin thus provides real AAS
services in terms of simulation. AAS Digital Twin implements
connectors in simulation and emulation software such as
PLCSIM Advanced, SIMIT or Matlab. AAS DT provides
complete software in the loop (SiL) and can also be used as
hardware in the loop (HiL) in manual mode for debugging
purposes.

There are more options for connecting a virtual twin.
Mechatronic Concept Design (MCD) supports up to eight
external control modes. Of these options are specialized
protocols for PLCSIM Advanced, SIMIT (SHM) or Matlab
Simulink. The environment is additionally equipped with a
universal industrial interface OPC UA / DA, TCP, UDP, or
Profinet. Universal industrial interfaces are an ideal option for
the HiL method. It uses this solution to control the simulation
using a physical PLC.

Another possibility of using the digital twin is for the purpose
of training operators, maintenance, and dispatching work. For
some operations, this is the only training option, due to the
hazardous environment or technology instability. For example,
the use of virtual twins for the prediction of immeasurable
quantities for PdM is challenging. It is also possible to test
collisions that would lead to its destruction on a real device.

Figure 1 Implementation CPS

Figure 1 shows an example of a real machine on the left and
its digital appearance on the right. This is a Shaker production
cell, whose virtual image was created in the Siemens NX
environment and its MCD module. This is an example of a
device whose control is implemented using a virtual PLC in
the program PLCSIM Advanced v4.0 for SiL concept. It is
able to perform a complete simulation of the entire device
without the need for its physical implementation.
Communication between the PLC simulator and the virtual
model in the MCD takes place via a direct connection. Other
connection options are in the testing phase when it is possible
to switch between real and virtual machine. Upon completion,
the virtual twin could be a valid part of the machine connected
via an OPC UA server with a physical PLC (Hardware in Loop
Method).

3.3. Predictive maintenance requirements

Maintenance is an important function in terms of production
optimization, which is the ability to prevent unplanned
downtime in production. In terms of practical possibilities, two
approaches to maintenance are used today:

e Preventive maintenance (PM) - the disadvantage of
preventive service and life cycle planning is the
premature termination of parts of the production
facility that still have residual production capacity. It
is also necessary to maintain stocks of spare parts.

e  Predictive maintenance (PdM) - uses all production
capacity of the equipment or part of the equipment.
By measuring the current state of health of the
facility, can be predict when the cut-off score limit
for the fault condition will be exceeded. Thanks to
this, It is able to plan the maintenance of a fault that
has not yet occurred or reduce the -capacity
requirements for the equipment and delay the
shutdown. Flexibility can be used in this direction to
optimally cover the production capacity of
unexpected demands.

The combination of PM & PdM is a more difficult option in
terms of implementing maintenance planning, but it is in
demand. State-of-the-art in the field of predictive maintenance
does not yet include a diverse range of equipment in the
industry, and therefore in some cases it has to rely on
preventive maintenance. This is a multicriteria optimization
problem with many variables, but also parameter constants.

Vendor-oriented architecture

Vertical integration provides us with a direct link between
elements that do not exist in normal production. It is, for
example, the link between the maintained equipment and the
maintenance worker, which is protected by already superior
intelligence such as enterprise resource planning (ERP). The
staff in the AAS network is packaged in its own AAS and acts
as a unit that provides a maintenance service. They provide
maintenance in the form of production capacity, which the
equipment orders.

Data for PAM (acquisition, storage, reduction)

For low-cost technologies with higher failure rates, it is
advantageous to obtain run to failure data. The service life of
such components is extended to the maximum usable life
cycle.

Implementing a predictive model in AAS raises questions that
needs to be answered.

e Where the implementation of the PdM model is
located in the AAS device or separately as a service

e  Acquisition of data from sensors and where to place
historical data? They don't fit on lightAAS.

e Service intervention changes the predictive model,
which must toggle or ignore the original remein
useful live (RuL) estimate.

The solution is not to store any data, just to rethink the model.
However, this radical step is quite risky due to the retroactive
reconstruction of operating conditions, for example when
dealing with a batch defect. Historical data is stored in AAS
batches, but there may not be all the machine operating data
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that PAM works with. In the limited function of AAS, which is
implemented on a PLC with limited memory, there is another
possibility to use a cloud solution as a service for "light AAS".
Light AAS provides only the most necessary functions
associated with the execution of production implemented on
the edge, the remaining functions of the asset are located for
the cloud solution. In the article (Cavalieri, 2021) the authors
use PdM fragmented into so-called "logical blocks". Examples
of such a block are data acquisition functions, RUL predictor
or scheduling functions. However, in our case, these functions
will have to be divided into groups executable on the OT and
IT side.
Maintenance Decision-making

As already mentioned, the response to the performed
maintenance is production capacity and quality of production.
The optimal balance between quality and quantity in
production has been addressed for a long time. Optimization
algorithms exist; however, the implementation of such systems
is demanding on the overall understanding of the technology,
i.e., it is not transferable between different types of production.
Therefore, we chose the knowledge of human experts for our
concept and tried to implement it into a multicriteria expert
system. We consider this step to be state-of-the-art in the field
of maintenance optimization.

3.4. System resiliency

Resilience as such should guarantee fault avoidance and fault
tolerance of a given technical system and can be divided into
different domains such as information, structural and time
domain, as well as into individual attributes such as robustness,
integrity (safety and security), recoverability,
reconfigurability, testability, adaptability, evolvability and
reliability. (Castano, 2015)

In general, the implementation of the principles of the resilient
system should predominantly lead to better performance,
reliability and security of the system itself, therefore even
within the AAS.

Based on the general RAMI4.0 model (Schweichhart, 2016),
subject to the horizontal line "life-cycle and value stream",
within design/development it is necessary to always include
requirements not only for the functionality of a system but also
requirements for individual attributes of resilience.

Based on previous, it is not appropriate to implement methods
to increase the resilience into the system retrospectively and
artificially as ADD-ONSs. This approach can bring extra cost,
extra complexity and inefficient mitigation actions. Therefore
the requirements for increasing the resilience of the system
must be included at the beginning of the design. (Hosseini,
2021)

Consider that AAS can be internally divided into active and
passive parts (Active and passive AAS), while the active part
can be further divided into individual sub-models that manage
and functionality of certain arecas/parts of AAS (safety and
security sub-module), then these principles described in
(Hosseini, 2021) can therefore be applied to most of the
resilience attributes. Thus, it is possible to incorporate
attributes of resilience within the AAS as individual sub-
modules (in the active part of the AAS), which provide the
required management of each attribute within AAS. However,

it is always necessary to think about whether such an
implementation will bring the desired results in terms of
increasing the resilience of the AAS or will only complicate
the AAS unnecessarily.

The concrete implementation of individual resilience attributes
in AAS also depends on whether it is a simple AAS, where the
asset is a technical device or a human AAS, where the asset is
a human being. (Hosseini, 2021)

4. IMPLEMENTATION

The following chapter discusses the possibilities of AAS
implementation, both in terms of the standard and structure
(models/submodels) of AAS, and in terms of the
communication protocol / interface used.

4.1. Standards

Because of the principles stipulated by the Industry 4.0,
standards have to be used in the whole life-cycle of any
component. This fact is eligible for a production and even for
an AAS creation. Nowadays, many standards have been
released, thus, only crucial parts will be discussed.

The structure of the AAS is defined by the meta-model
presented in (Bader, 2020). The structure consists of head and
body. The body comprises types, dictionary, submodels. The
submodels contains instances of parameters, methods, and
events describing a functionality.

Because of many nationalities have different customs, unit
definitions, naming conventions, and taxonomies, a standard
need to be followed. So far, there is standard IEC 61360 that
defines the dictionary schema and may be used to define
vocabularies. The standard (IEC 61360-4) also presents a
dictionary (IEC CDD, 2021) for use in the field of electro-
engineering and related domains. Based on the standard, other
dictionaries can be defined, such as eCl@ss accessible in
(ECLASS, 2021).

The dictionaries provide only the description of the properties
and metadata in the standardized way comprising the naming
convention and taxonomy, which can be used by submodel
creation; even though, it is not enough to fully describe the
component features, especially the relationships among
properties.

When an 4.0 component is created using AAS, it is usually
connected with others to share data and implement a function.
The standard is also applicable in the interaction between these
components. (Details of the Asset Administration Shell, 2020)
already defines the interaction protocol, but still a complete
standard comprising the message definition is missing.

From our scrutiny, any standard defining the location and
runtime framework of AAS is missing. There are some options
such as execute on a server to use the computational power to
its full extent. Another option rests in the implementation of
the AAS into the PLC to comply with the distributive pillar of
the 14.0 concept; on the other hand, it will always lack some
features and be limited by the hardware platform. So far, the
AAS is based on the OPC UA technology, the OPC UA
standard could be considered as the general framework for the
AAS creation if the explicit mapping between AAS and OPC
UA is finally defined by some standard.
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4.2. Communication

As already mentioned, it is very suitable to use OPC UA or
MQTT protocols for the actual communication of individual
devices or their asset administration shell components. Each is
suitable for a different use.

OPC UA is, unlike the original OPC specification based on
Microsoft's COM / DCOM technologies, a technology based
on the commonly used communication standards TCP / IP,
HTTP, SOAP and others. OPC UA is therefore cross-platform,
with the fact that it can also be used by third-party
manufacturers in their facilities. Unlike the original OPC
protocols, which had separate access to data (OPC DA), alarms
(OPC AE) and historical data (OPC HDA), OPC UA does not
define these specific approaches, but only the format of the
transmitted messages. Communication here is based on data
transfer via a client-server connection. The protocol specifies
the structure of the data provided, the methods of
authentication, and secure access to the data. Because OPC UA
is defined as SOA (Service Oriented Architecture), services
are defined within the server that the client can query, and the
server always responds with the appropriate response.
Communication within the OPC UA is always implemented
via a secure channel.

The MQTT protocol is a standardized protocol that allows very
simple transmission of a limited amount of data over a
common TCP / IP Internet network. The protocol is based on
the transmission of messages through a central server - a
broker, which acts as a "journalist" receiving messages from
the message provider and sending messages to their recipients.
It follows from the above that the communication model used
is, unlike OPC UA, of the "Publisher - Subscriber" type. One
broker can have many different news providers and many
readers connected, and only pass on to those readers the news
that each reader has subscribed to. Due to the modular
architecture of the entire solution, it is possible for one device
to be both a message provider and a recipient of (other)
messages. Within the MQTT protocol, the transmitted
messages are sorted into topics. Each message belongs to
exactly one topic, while the topics are defined directly by the
message generator - Publisher. The subscriber must then know
in advance the name of the topic he wants to subscribe to. The
subscriber does not have to know the communication address
of the publisher, he only needs the communication address of
the broker. MQTT offers the possibility of encrypted
transmission via SSL / TLS protocol as well as the possibility
of authentication with client certificates, which is the highest
possible level of communication security.

The MQTT protocol is very suitable for use in devices with
limited computing power. It is also suitable for limited
communication bandwidth due to data economy. The big
disadvantage of the MQTT protocol compared to OPC UA is
its centralization in the form of a single network broker. In the
event of its failure or unavailability, the entire MQTT solution
immediately becomes unusable.

ACTIVE AAS: ACTIVE AAS:
SERVICE SERVICE
REQUESTER PROVIDER

purpose: call_for proposal
Decision

purpose: not _understood
purpose: refuse

T purpose: proposal
Decision

purpose: reject-proposal

purpose: accept-proposal
purpose: failure

purpose: inform

Figure 2 Negotiation flow diagram (Belyaev, 2019)

4.3. Communication principles

Due to the distribution of the decision-making process, it is the
basic principle of negotiation. The negotiation algorithm is
described by one of the basic AAS submodels. Figure 2 shows
a UML sequence diagram of the negotiation process. The
principle of the function is similar to the standard process
between the customer and the supplier, where the demand is
first created and the most suitable one is selected from the
received orders. On the service provider side, a time slot is
reserved for production.

At the moment, however, it is necessary to treat a large number
of limit states that may occur - the service requester (product)
does not respond, it is possible to reallocate the time slot for
production; service provider does not respond - production on
other machines is requested again. However, the validity of the
reservation must be checked periodically on both sides, which
is very demanding on the amount of communication with a
higher number of products in the production cycle.

5. EVALUATION CRITERIA

Not only during the negotiation process - i.e., the attempt to
allocate production equipment, but also within the entire
production process, it must be possible to quantify the
efficiency with which the process takes place at different levels
of the hierarchy. In other words, there is a need to calculate
some of the known Key Performance Indicators, which are
standardized within the ISO 22400 standard and are currently
implemented within the production management systems
(MES). There is also standardization for these systems, which
is a well-known international standard ANSI-ISA 95 defining
the so-called manufacturing operation management (MOM) -
a set of models (functional, data, communication) and
recommendations for creating MES. If the manufacturer
follows this standard, a system (MES, level 3) is created that
guarantees interoperability with subsequent systems, whether
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enterprise resource planning systems (ERP, level 4) or with the
domain of technological process management.

Introduce of the term KPI for calculating efficiency, everyone
is reminded of one of the most well-known indicators - Overall
Equipment Efficiency (OEE), which is used to evaluate the
efficiency of one device in terms of availability, performance,
and quality. The calculation of this indicator can be interesting
within each component of the Asset Administration Shell. The
value of OEE can be used in the process of negotiating
production resources. By obtaining this value from multiple
parallel sources, the AAS of the product can decide which of
the sources to allocate. Note that OEE will not be the only
indicator that will be key to the product's AAS in such a case.
This will also consider, for example, the current length of the
registration queue of a particular resource (in other words, the
time he will have to spend in the queue) as well as other
indicators.

Another problem is the determination of the so-called Overall
Factory Effectiveness. This indicator evaluates the complete
production process and can be deployed both on a specific
production line and on a company-wide level. OFE calculation
includes relationships and interactions between devices and
processes and divides them into four groups - series, parallel,
assembly, expansion. These groups of subsystems can be used
to model the entire production operation.

CONCLUSIONS

As part of the research on 14.0, our research group has created
a testbed self-employed bartender, on which we try to
gradually test most of the principles and approach of 14.0. the
testbed is made largely by additive production and a CPS is
created for each autonomous cell (production machine).

The next step is to implement a decentralized production
principle, which necessitates the implementation of AAS for
Siemens S7-1200 PLCs. As this is a low-end PLC from
Siemens, it will be necessary to optimize the implementation
so that it is interoperable with standard AAS and at the same
time it can be implemented in a PLC. The testing will also
include finding out the parameters of individual
communication protocols and their comparison and
applicability to the given use case.

In the case of AAS functionality, the last step will be to
optimize the production process, primarily using the
evaluation criteria described in Chapter 5.

The result of the effort will be not only a functional prototype
of the 14.0 production platform, but also a comparison of the
advantages and potential disadvantages of this approach
compared to the current 14.0 approach.
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Abstract: The paper deals with appropriate possibilities, instrumentation, and technologies for purposes of
education, presentation, teaching and research, and development of technologies and procedures of Industry
4.0 ideas, and their implementation in case studies of Factories of the Future. Through the physical module-
based production lines of a FESTO Didactic company authors present technologies, standards, and
principles of Industry 4.0. They are persuaded, that after some years of simple presentation of ideas and
visions, it is necessary to provide a step from theory to the praxis of the Industry 4.0 technologies in the
fully standardized matter. Paper presents a state of the art of an enhanced Experimental Education
production line, the Cyber-Physical (CP) Factory of the company Festo Didactic. They show existing
properties of the technology, stemming from 2016, its disadvantages and provide a proposal on how to
enhance CP Factory towards a physical system, implementing and providing properties of fully
decentralized control of automatic production systems in a standardized way.
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1. INTRODUCTION

The German associations BITKOM, VDMA and ZVEI
concluded a cooperation agreement to run the Plattform
Industrie 4.0 in April 2013. The launch of the platform was
officially announced at the Hanover Fair 2013. In April 2015,
the Plattform Industrie 4.0 was expanded. More actors from
companies, associations, unions, science and politics were
added. The entire strategy gradually evolved in Germany and
spread across Europe. In 2018, three European countries began
to collaborate closely within the manufacturing domain to
improve and disseminate the concept, and their efforts yielded
the following initiatives: the Alliance Industrie du Futur in
France, the German-based Platform Industrie 4.0, and the
Piano Industria 4.0 in Italy (Platform Industrie 4.0, 2018).

The high industrialized world is already able to understand,
and mostly accepts ideas of Industry 4.0 (I4.0). There are
recently two parallel ways of development first Factory of
Future (FoF). The first one is a wild development of fully
automated and robotized production systems, which are able
to produce by computer control, use of new communication
and control technologies, but accepting no standards, which
are already developed, checked, evaluated, or are under very
quick development (Slany, 2022). The second way accepts as
well as the new technologies but prefers at first international
standardization process in communication, business models,

application of robots, Artificial Inteligence (AI) principles,
other news.

Authors are persuaded that the second way is the only right
way stemming from the huge research and development
activities of a working group of Industrie 4.0 Platform
(Platform Industrie 4.0, 2018). The way stays on systematic
digitization of process and control data, standardization of
interfaces, communication protocols (TSN, OPC UA) through
the ISO/OSI model, enhanced visualization, powerful
virtualization technologies (ABB Robot Studio, CIROS,
Siemens TIA based technologies, and others), security
technologies new business models, new control architectures
of enterprise control systems (the IEC 62264 series of
standards is based on the data standard of the

International Society of Automation (ISA), i.e., ISA-95
(Enterprise-Control System Integration, (2010), (Ye, 2021)),
standards of the value chain and product lifecycle (Arm, 2021),
(Platform Industrie 4.0, 2018).

Let us present a very enhanced education production line as
one representative of an interface or border between Industry
3.0 and the Industry 4.0 staying application of Industry 4.0
principles.

On the basis of the physical module-based production lines of
the company FESTO Didactic authors present technologies,
standards, and principles of Industry 4.0.

2405-8963 Copyright © 2022 The Authors. This is an open access article under the CC BY-NC-ND license.
Peer review under responsibility of International Federation of Automatic Control.
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2. CYBER-PHYSICAL FACTORY

Cyber-Physical Factory is a training assembly line from
FESTO, where you can demonstrate the principles of industry
4.0 and conduct research in this area. The factory consists of
basic modules (belt conveyor and belt conveyor with switch),
robotic cells, autonomous mobile robots, and application parts,
which are located on the belt conveyor module. The
application part can perform, for example, drilling, pressing,
heating, material replenishment, measurement, etc. The two
systems are not interdependent and it is, therefore, possible to
change, move or remove the application part at any time.

Thanks to the above location of components, the line is very
modular. Allows any placement of individual modules, their
connection and disconnection are quick and easy. Chassis
fitted with wheels allow them to be moved. The main
advantage of easy switching and adjustment of modules are
connectors, which allow to connect and disconnect adjacent
modules of belt conveyors with a single connector. These
connectors contain both power wires, pneumatic lines, signal
wires, and Ethernet in this case Profinet. Thanks to RFID and
the roundabout in the form of an endless strip of line, the
location of the individual modules and their application parts
does not matter due to the adherence to the work procedure
and their continuity. However, it is important to choose the
arrangement of the individual modules so that the production
time is as fast as possible with respect to the given production
task so that the trajectory of the truck is as short as possible.

2.1 CP Factory at College of Polytechnics Jihlava

The line located at VSPJ in Jihlava consists of four islands,
which can be named as an assembly line, manual workplace,
warehouse, and machining line, see Fig. 1. Between these
individual islands, the semi-finished products are transported
by autonomous mobile robots Robotino. Another option would
be to use a swarm robotic platform (Docekal, 2017). The issue
of charging these platforms often has to be addressed here
(Misak, 2017), (Vantuch, 2018).

Figure 1. Current state physical line at College of Polytechnics
Jihlava (Festo Didactic, 2018).

The line is adapted for the production of a very simplified
model of a mobile phone consisting of three parts, a front and
a back cover, as well as a printed circuit board (PCB) and two

electrical fuses. Depending on the selected line configuration
and production operations, it is possible to choose the
complexity of the product, which can range from mere
machining of the cover to complete assembly, drilling,
soldering and PCB mounting, including two components in the
form of electrical fuses.

The manufactured pieces and materials are transported
between the individual modules by means of carriers on belt
conveyors or by means of boxes on adapted belt conveyors,
which serve as inputs and outputs of the modules, or by means
of autonomous mobile robots Robotino between the individual
islands. Each carrier or box contains an RFID chip that carries
data to identify the element and its load, i.e. the material it
carries. The carrier is able to transport one pallet on which one
product can be placed in the form of a front cover along an
endless belt of the line. The box is adapted for the transport of
up to 10 products at a time, whether they are printed circuit
boards, upper or lower covers machined or unmachined,
assembled or unassembled.

2.2 Basic Belt Conveyor Module

The basic module of the belt conveyor consists of two parallel
counter-belts, which allow two-way operation and transfer of
material on pallets that are placed on carriers, see Fig. 2. They
can be assembled to allow the carriers to move along the
endless belt. The carrier can be detected at the beginning of the
belt, at the end of the belt and in the working position.

On each side of the belt conveyor there is a 7 “Human Machine
Interface (HMI) panel TP 700 from Siemens, which is used to
control and manage the application and allows setting some
parameters, manual control, process monitoring or automatic
production settings without using the MES system. In the
working position, both parties have an RFID chip reader and a
so-called stopper, which allows the truck to be stopped with an
RFID chip exactly in the working position on the RFID reader.
Each of these modules or its side is controlled by a Siemens
ET200SP PLC with a CPU from the 1512SP F-1PN series.
Among other things, this CPU also has a web server and
mainly an interface for PLC and MES4 communication. This
communication is based on the protocol from FESTO which
uses the standard TCP / IP protocol. In the core of this PLC,
everything is ready for communication via OPC UA.

The basic module of the belt conveyor with the switch
transports the carriers similarly to the basic module of the belt
conveyor, with the difference that it also has a third belt. The
third conveyor belt is placed parallel from the outside and
moves parallel to the original side belt. On the main circuit
there is a switch equipped with an RFID reader, which
redistributes the material that arrives here on the carrier based
on the data it reads from the RFID carrier. This switch allows
the carrier to deviate from the main circuit of the endless belt
for a more time-consuming application, so that the carrier does
not block the smooth movement of the remaining carriers. The
additional third belt also has the function of magazines,
allowing the placement of up to three carriers with material for
the application, which is also located here. If the hopper is full,
the carriers will continue on the endless belt until space for the
application is freed, or they will find another place on the line
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that allows the same application, if any, to be performed. After
the application is completed, the transport on the associated
belt stops and the carrier returns to the main circuit of the
endless belt.

Figure 2. Basic module of a belt conveyor with a switch (Festo
Didactic, 2020).

2.3 The Cell Module

The cell module consists of integrated modules performing a
specific activity, they are adapted for material handling
without carriers in three axes, either by means of a Cartesian
manipulator or by means of a 6-axis industrial robot, see Fig. 3
a) and b). Modules with a Cartesian manipulator include, for
example, a multi-level pallet warehouse module, in which up
to 32 pallets can be stored with material or product. It also
includes a large warehouse with up to 20 boxes. This
warehouse dismantles the input and output parallel conveyor
belt, which folds on one side as a access for Robotino, which
receives or dispenses boxes here and delivers them to the
appropriate places on the line. On the other hand, the input-
output unit in the form of conveyor belts is operated by a three-
axis Cartesian manipulator, which unloads or stores the
respective boxes. The positions of the boxes in the warehouse
are numbered. Each box is equipped with an RFID chip, which
carries information about what type of material is placed in the
box and in what number.

a) b)

Figure 3. a) Cell module, b) robotic cell module (Festo Didactic,
2020).
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Robotic cell modules are usually used for material handling
from and into boxes and their integration into an application,
which can be a 6-axis robot mounting module or a robot-
operated CNC milling module and also a module for material
handling from boxes to carriers or vice versa.

2.4 The Robotic Cell Module

The assembly robotic cell module has a 6-axis robot, which
has three gripping mechanisms for three different materials.
First, the robot uses a pneumatically controlled collet to
remove the upper part of the cover from the carrier, which it
places on a backlit surface, where it uses a camera to evaluate
the rotation of the cover and then places it on the work surface.
After replacing the gripping tool with a tool with a double
vacuum suction cup, the robot places a printed circuit board
from the box, which Robotino transported to this workplace,
on the cover. He replaces the tool again with pneumatic pliers,
which removes the electrical fuse from the magazine, which
he places on the printed circuit board. Then the robot selects
its first pneumatically operated collet tool and returns the fitted
top cover back to the carrier.

2.5 The CNC Milling Module

The CNC milling module operated by the robot consists of two
units of a CNC milling machine and a robotic cell. The
material is transported to the robot in boxes using a conveyor.
The box is transported to this conveyor by a mobile robot
Robotino. The robot then inserts the unmachined materials
into a CNC milling machine and then places them back in the
box after they have been machined.

2.6 Aplication Modules

There are several application modules to perform a specific
application and they are placed on the basic modules of
conveyor belts for carriers, see Fig. 4. Application modules
use at collage polytechnic in Jihlava: application module
magazine, heat tunnel, drilling, camera inspection, press a turn
over.

Figure 4. Application module (Festo Didactic, 2020).

2.7 Autonomous Mobile Robot Robotino

Robotino is an autonomous mobile robot that is able to
transport a box or carrier between modules with cooperating
equipped so-called docks. Robotino has three omnidirectional
wheels of the network DC motors are independent of each
other. Thanks to this, it offers Robotina to move in two axes
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and rotate on the spot. Using the sensors, you can move
autonomously and safely. The Robotino is equipped with
several bumper sensors that stop the robot in the event of a
collision, distance sensors that should prevent this collision, a
gyroscope for more accurate position sensing, a Logitech HD
Pro Webcam C920 camera, which generates a live image that
can be analyzed for navigation and detection of obstacles and
objects. Furthermore, with two optoelectronic sensors, thanks
to them, Robotin can detect up to two surface colors at the
same time based on different degrees of reflectivity. Inductive
sensor for path control in the form of a line, which is located
under the floor Robotina. Last but not least, with the S30B-
2011BA laser scanner, its main goal is to ensure the travel path
of the robot. Its main task is to ensure the travel path of the
robot. The scanner does this by scanning the area in which
Robotino will move. Based on this scan, a map is created, for
example in the Robotino Factory environment, in which the
routes along which the robot will move and the directions in
which it can move along the routes are marked. The scanner
also checks the surroundings in the direction of travel while
driving.

3. CP FACTORY COMUNICATION PROTOCOL AND
PRODUCTION PROCESS

The communication protocol of the CP Factory production line
(protocol for communication between MES and application
modules) and the process of creating and executing orders will
be described in this chapter. Both things are really closely
related.

3.1 HW Equipment

he production line is mainly composed from conveyor belt,
able to transport carriers with material and application
modules placed on the top, which offers various production
operations (see Fig.1 and Fig.2). The most important
component for communication is RFID chip, placed on each
carrier where all necessary information for identification is
stored. This information is read and process upon arrival of the
material to application module.

Exceptions of this concept are material warehouse module and
Robotinos. These modules operate with material boxes, not
single pieces placed on carriers. There is a different way of
identification here.

In carrier’s RFID chip are stored these attributes:
e CarrierID — unique identification number of each carrier.

e OrderNumber — number of order, connected with
material placed on this carrier. Each order could contain
several positions — several products requested in one
order.

e OrderPosition — identify target product in one order. This
product is produced according to target working plan.

e PartNumber — identification number of final product.

e ResourcelD — identification of application module where
next operation will be processed.

e OperationNumber — unique ident of next operation

Parameters OrderNumber and OrderPosition unambiguously
identify the target workpiece and a working plan for its
production. This working plan is completely stored in a
database and only next step identification is stored in the
carrier’s chip.

3.2 Manufacturing Execution System

All data about production, materials, working planes and line
states are stored in an SQL database. In the described case, it
is an MS Access database, because it is easily portable (it is a
normal file, there is no necessity to deploy a database to an
SQL server) what is very helpful for education. Intensive
communication between the database and application modules
is needed during the production process and it is provided by
software MES4 — Festo implementation of Manufacturing
Execution System (MES).

From a communication point of view, MES is a bridge. On one
side is a server for communication with application modules
(it will be called MES protocol in the following text), on the
opposite side, there is an API to a database (in this case ODBC
is used). Each MES protocol command is related to a specific
SQL query by a hash table. Parameters of this SQL query are
filled by data, parsed from related MES commands.

For a user, MES4 offers a graphical interface for work plans
creation, the definition of resources (a term for application
module used in MES4), operations, material, and data
collection and evaluation (for example some of OEE
parameters could be evaluated here). All these user actions are
realized as read or write operations into a database. There is
any user action, which initializes a communication via MES
protocol from MES4 to some resource (appl. module).

Beyond these functions, MES4 provides a tool for simulation
communication via MES protocol. User can simulate
incoming commands from resources and the system react by
appropriate action on the database side. So there is a possibility
to simulate all production process manually step by step
without a connection to a physical or virtual production line.

3.3 Creating a Work Plan

Unfortunately, the creation of work plans is the weakest point
of the entire production process. Trough MES4 supports a
division of the production process into elementary,
parametrizable operations (drilling, heating etc.), there is a
necessity to define which resource makes this operation in the
target work plan.

3.4 Communication Protocol

The communication protocol between MES and the
application module is an open, unencrypted protocol, based on
simple TCP/IP. This solution is not so usual in the real industry
(minimally because is not safe), but it is very advantageous in
education because direct access to transported data is possible.
On the other side, in Industry 4 the requirement for using a
standard solution (like OPC UA) is given clearly. MES
protocol is a proprietary solution offered by Festo mainly for
education.



P. Marcon et al. / IFAC PapersOnLine 55-4 (2022) 139-144 143

There are two possibilities how devices that used MES
protocol can communicate. The first way is the text form of
this protocol, which is really ideal for education or manual
setting command from an external terminal. The second form
is binary and is used for communication in automatic mode.
Chosen communication form has no effect on system behavior.
Binary communication was listened to and parsed by a
developed tool for the purpose of this article. But the meted of
parsing this data isn’t relevant from the point of view of the
following text.

On the TCP level, the communication is processed on two
independent ports. The first port (by default 2001) is reserved
for the “Heartbeat” signal. As the name suggests, this pipe
application module sends a periodical packet with basic
information like online, error level, busy or automatic, or
manual mode. This communication isn’t relevant in terms of
material flow and order processing and will not be addressed
in the next text.

3.5 Data Communication

Communication on data port (by default 2000) runs in mode
request-response whereas the request is sent from application
module (or substitute software in case of Robotinos) in every
case. MES protocol data packet is composed from a 128-byte
length header and optional data with maximal length 1272
bytes. So maximal length of MES data packet is 1400 bytes.
Struct of the header is fixed for all protocol commands, struct
of optional data depends on type of the command.

Each request command can be simply identify by two
numbers. MessageClass which identify a group of command
(commands for operation management, buffer management
aso.) ad MessageNumber specified target command in one
class. The response of target request uses the same
MessageClass and MessageNumber identifications and rest of
the packet is filled by valid data (if it is necessary) or by zeros.
In actual implementation MES protocol contains around 100
types of commands.

Communication is based on TCP/IP so the response is sent to
correct module. Packets routing is processed on this layer and
there in no control in MES protocol. Basic principle of the
communication can be described on two model cases.

a) An empty carrier arrives at the application module.
In this case, empty data is read from an RFID chip
and the request command
GetFirstOperationForResource is sent to MES with
the ResourcelD parameter of this application module.
This is a query for a case that the first operation of the
target work plan would be started here. If it would,
MES will send valid data of target order in its
response, especially OrderNumber, OrderPosition,
PartNumber, and OperationNumber. In the case of
some specific application modules like Small Storage
of material modified version if described request is
sent. But the difference is only formal. Another
MessageNumber is used, and the application module
expects another data in MES response (it is necessary
to specify a material position in storage). But the
meaning of the query is the same.

b) Carrier with some material arrives at the application
module. In this case, valid data is read from the RFID
chip and the module sends a request command
GetNextOperationForThisOrderNumberAndOrderP
osition. In the sent query is only these parameters:

e ResourcelD of the module
e OrderNumber read form RFID chip
e OrderPosition read from RFID chip

As a response, MES sends valid data describing a currently
scheduled operation of the target order. Especially parameters
ResourcelD, OperationNumber, and PartNumber. Data from
MES are compared with parameters from a carrier and if it is
the same the operation will be processed here. If not, the
application module release-blocking of the conveyor, the
carrier is free, and it goes to another station.

A lot of other communication is necessary for the processing
of the operation step itself. It is a sequence of several
commands, especially StartOperation, SetParameters, and
EndOperation (and others). From a point of view of material
flow, the most important is the EndOperation command. MES
sends information on the next operation in the target work plan
as a response to this command. Especially ResourcelD and
OperationNumber. This information is written into an RFID
chip at the end of this operation. When the carrier arrives in
another application module, the sequence described in point
two is processed.

This solution can be accepted as Industry 4 suitable only
partly. The way the module decides to process the operation is
fine. But in the end when the next OperationNumber income
from MES the query like “Who can offer me this of
operation?” should be sent. This query could be:

e Broadcast — so the negotiation of the intermediary of
the operation and its “price” will take place between
application modules and the result will be only sent
to MES. This should be an ideal solution. All
parameters included in the “price” of the operation
can be set dynamically and the final decision shout be
really optimal.

e Targeted to MES — MES has a connection to the
database where information about resources and
operations are stored a periodically updated. This
solution could be easy to implement but there is a
problem with the “price” of the operation. The
“price” can be composed only of static parameters
like power consumption, time duration of the
operation of another. There is no way how to involve
a time to transport into this “price”. The decision
taken in this way wouldn’t be the most optimal.

3.6 Robotino Communication and Material Transport

Mobile robots Robotino are used for transport boxes with
material (in another HW configuration is able to transport
single pieces too) and in MES graphical interface it looks like
an ordinary application module. But the communication via
MES protocol is completely different. There are two basic
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differences. The First, the communication does not take place
between MES and Robotino but between MES and special
service software (in the following text it will be referred to as
FLM - FleetManager) which acts as a bridge between MES
protocol and Robotino protocol (communication between
FLM and Robotinos). Robotino protocol has a completely
different struct and set of commands than MES protocol. But
its implementation is not important and it will not be addressed
in the next text.

The second difference is that transport via Robotino is not a
standard operation that could be offered by some resource. The
transport from one part of a production line to another is not
defined in a work plan, is not described in the database as some
production step and it is started and run automatically on the
background using a system of buffers. From one point of view,
it is fine for a user, because he hasn’t have to care about it, but
on the other side, there is any information about it. In the work,
the plan is not possible to see that some transport is necessary.

Buffers are parts of application modules (some of them) and
can be either a place for storing material or an input/output
gate. All buffers are indexed and clearly identified.
Communication between FLM and MES takes place so that
FLM sends a periodical request
GetBufferWithMaterialToTransport. If there is a material in
some buffer serving as an output gate MES sends a response
with identification of this buffer and ResourcelD of the target
application module. Then FLM chooses target Robotino to
transport  this  material and sends command
SetRobotinoToPosition to MES. Additional communication
follows between FLM and MES for processing physical and
virtual moving material from application modules buffer to
Robotino’s buffer and then to buffer of target new resource.

This solution is not ideal for several reasons.

a) Transport operation isn’t required by the material
when it is necessary, but FLM periodically asks MES
to buffer states. This style makes a needless
communication surplus.

b) The price of the transport isn’t negotiated by
Robotinos and the application module. The algorithm
that decides which Robotino makes a transport is
completely implemented in FLM and the
communication between FLM, MES, and Robotinos
has no effect on this decision. FLM is a powerful
manager of all the processes and the responsibility is
not distributed into final components.

¢) From a user point of view, Robotino looks like an
ordinary application module but thy communication
style is completely different. After deeper research,
it's perceptible that Robotinos hadn’t been a part of
the system already and they have been added into that
later.

4. CONCLUSIONS

CP Factory system offer HW and SW platform for automated
production in intentions Industry 4. But in actual configuration
(especially the software part of the system) isn’t able to meet

these requirements. Some individual parts of the systems run
well, and they could be declared as Industry 4 fulfilled, but
there are several tight throats where the system cannot be
marked as data-driven Factory of the future. First of all, it is a
missing dynamic assignment of operations to resources and
missing negotiation of the price of these operations. The
second problematic issue is transport via Robotinos.
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Abstract: The paper deals with a comparison of initial ideas of the Industry 4.0 activities and the state of
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networks, OPC UA protocols, interfaces, new control architectures, cyber security principles, and methods,
are the most important background for success in a serious step into the 4th industrial revolution. Authors
shortly specify the basic activities in the very up-to-date production in the 14.0 fashion. Next, they explain,
in more detail, the basic principle of totally decentralized control fashion, due to high intelligent
components of the 14.0 production, hence the 14.0 components. For this purpose, the authors concentrate
their attention on the Asset Administration Shell (AAS) as the digital twin from the 14.0 point of view.
They provide recommendations in the creation of AAS for any production component. All remarks and
recommendations are in conformance with the intention and solution of standardization gremium of Europe,
the German-based Platform Industrie 4.0 (ZVEI, VDI/VDE, Bitcom), the Alliance Industrie du Futur in
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1. INTRODUCTION

A launch of the Platform Industrie 4.0 was officially
announced at the Hanover Fair 2013. In April 2015, the
Plattform Industrie 4.0 was expanded and in 2018, three
European countries began to collaborate closely within the
manufacturing domain to improve and disseminate the
concept, and their efforts yielded the following initiatives: the
Alliance Industrie du Futur in France, the German-based
Plattform Industrie 4.0, and the Piano Industria 4.0 in Italy
(Plattform Industrie 4.0, 2018). The authors of this paper
guess, it is an appropriate time to provide an evaluation of the
process by means of comparing initial ideas, technology,
standards with the state of the art at the beginning of 2022 year.
Let us, therefore, remember a definition of what Industry 4.0
14.0) should be.

The 4" industrial revolution (Industry 4.0) is characterized by
the introduction of information and communication
technologies (ICT), which are becoming a growing
phenomenon in industrial automation. In these distributed,
intelligent systems, the physical components of production and
their virtual, data-based components of production remain
cyber-physical systems (CPS). These CPS, which are
interconnected in terms of information, provide the smart
components of future smart factories, in which the production

departments can organize themselves and become independent
and fully competent, as they will have all the necessary
information that they can obtain independently. Such systems
can be reconfigured and optimized themselves and will be
expandable (plug and produce) without engineering or manual
intervention from the outside (Ye, X., 2021). Digitized data on
the production of the entire production process and throughout
the life cycles of products and other production components
are also processed behind the actual industrial production
process. Because they will be interconnected, these smart
components and products can include a very broad IoT
conversation, corresponding to internal and external events
with the ability to learn from them, with the resulting benefits
for both manufacturers and consumers (OPC UA, 2019).

Production lines will include smart production components
that will increase production efficiency, for example, smart
jackets (Marcon, 2019), drones (Janousek, 2019), as well as
predictive maintenance (Krupa, 2019), and other (Slanina,
2022).

The definition goes up from positives the all existing
production process, characterized by relatively high developed
control, systems, actuators, sensors, industrial communication,
highly widespread use of the internet (Bradac, 2019). But it
remembers and takes into account also existing lags,
disadvantages, problems of the state of the art of production
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and its technologies and principles, organization of work,
existing business models, procedures, and results (Arm, 2018
and Nucera, 2021). The idea of the necessity to provide one
great step from a centralized kind of production control
towards a highly decentralized one was evoked by the already
high degree of digitization, coming evolutionary. Digitization
of processes, control systems, field instrumentation,
communication electronic embedded devices, microtools
embedded everywhere (Esposito, 2021, Slanina, 2021 and
Marcon, 2017). This state of the art brings an opportunity and
a promising challenge to make production more flexible,
intelligent, individualized on-demand of customers, as an
appropriate response to lack in production, failures of control,
problems in logistics, and other production and marketing
troubles. It was identified as an opportunity to make products
and all the process infrastructure more intelligent along the all
value chain during the all-live cycle of its products (Plattform
Industrie 4.0, 2018).

Nevertheless, this challenge brings problems that have to be
overcome. Already from the beginning, it was clear, that the
only way how to provide the new king of production is in
consideration, specification, and realization appropriate
technologies, procedures, and methods in its complexity
needs:

e ahigh degree of digitization of production,

e  highly used common communication via the Internet
of Things,

e  Specification and implementation of new control
architecture of factories of the future,

e implementation and utilization of Al principles and
procedures,

e implementation of security principles and
procedures,

e cooperation of standardization grémias of high
developed industries all over the World.

As the red thread in the development and implementation of
14.0 technologies and procedures has to be the categorical
imperative on standardization of all steps, levels, methods,
interfaces, protocols, architectures.

It was also clear from the beginning, that even the stress on
standardization, their rapid development, submission by ISA,
IEC EU, and other international and national standardization
institutions and their evaluation will collide with national, and
branch-specific interests.

On the other hand, authors are persuaded, that their role in 14.0
future success is not only in development, implementation of
testbeds, systems, and methods from the technical point of
view, but even in presentation, popularization, education,
training, and implementation of Industry 4.0 and associated
standards inside the automatic control community.

Therefore, our conference contribution concentrates the
attention on the most key item of the 14.0 system — the
electronic rucksack - the digital shall, the Asset Administration
Shell (Plattform Industrie 4.0, 2018).

2. STATE OF THE ART OF 14.0 ACTIVITIES
2.1 The role of Artificial Intelligence

Based on the available computing power in the form of server
platforms and the large amount of data that can be obtained
about the product, the approaches used in data science have
penetrated into the field of industrial production management.
The task is to automate decision-making processes (production
planning, warehouse planning) and to optimize production
efficiency based on experience (production data). Currently,
the deployed algorithms play the role of a support system that
will make it easier for a person to make decisions, but with
increasing reliability, the number of deployments will
increase, when Al technology will manage the process in real
time and one will rather play the role of supervisor.

2.2 Digital twin/AAS

Digital twin, or Asset Administration Shell (AAS) is
standardized digital representation of the asset, corner stone of
the interoperability between the applications managing the
manufacturing systems. It identifies the Administration Shell
and the assets represented by it, holds digital models of various
aspects (submodels) and describes technical functionality
exposed by the Administration Shell or respective assets. AAS
can be a file, a server with an interface or a partner in a
distributed application (Industrie 4.0 Plattform, 2018 and Ye,
2021).

2.3 Digitalization

Digitization of signals from processes, machines, production
lines, any kind of production documentation, and other
information sources all of the human society is no
phenomenon stemming from 14.0. It is being provided for
more years, but non-systematically. However, since the 14.0
age, digitization is being done systematically and in a much
larger area. A systematically provided data acquisition
procedure is the clue key for the next phases of the 14.0
production. Digitization has been accelerated during the 14.0
age dramatically.

2.4 Decentralization

The goals, technologies, methods such as completely
distributed control systems of factories of the future which
have been specified in the initial ideas of the 4th industrial
revolution evoke a new control architecture. The development
of the architecture is shown and specified at the end of this
chapter.

2.5 Standardization

It has been already said in the first paragraph of this paper that
all aspects and steps of 14.0 implementations fully depend on
acceptance, support, and utilization of standards. Any other
solutions, such as proprietary and/or non — standardized unique
solutions lead outside the 14.0 ideas. Only a fully compatible
protocol, interfaces, data formats in interconnection
components of the 14.0 implementation, towards factories of
the future will be successful in the world market competition.
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2.6 14.0 Component

It is a key item of all 14.0 ideas. It is a very self-dependent
component of the all production value chain. The 14.0
component is an asset and an associated electronic shell, e.g.
an AAS. There is a comprehensive specification of an 14.0
component in chapter 3.

2.7 Open communication

One of the pillars of the 14.0 concept is standardization.
Therefore, the establishment of a single communication
protocol is inevitable. OPC Unified Architecture (OPC UA) is
currently used as one of the unwritten standards for
communication. This technology was originally intended only
for communication over classic Ethernet, but currently the
OPC UA Foundation is working on extensions for Fieldbus,
Device bus, and even TSN interfaces. According to platform
14.0 the AAS server can also be connected via representational
state transfer REST, message queuing telemetry transport
MQTT, and OPC UA protocols and secure data access is
guaranteed (Ye, 2021). Naturally, the basic background of 14.0
communication creates the Internet of Things (IoT) and the
Industrial Internet of thing (IloT).

2.8 OPC UA

In terms of communication between devices, OPC UA
provides a server architecture with a hierarchical (tree)
structure of the address space. According to the IEC 62541
standard, OPC UA also allows publisher-subscriber
communication, notifying changes in variable values and
performing predefined methods on the server.

OPC UA technology stores and presents data in a key-value
pair. It also allows you to organize the data hierarchically into
a tree structure called nodes. A node can be a variable, a
method, an object, or an object type, a reference, a data type,
and a variable type. The address space defined in this way
makes it possible to model an asset (physical or software
component), i.e. to create its digital representation. This
technology is used in the definition of AAS as a tool for
virtualization of the asset.

2.9 AutomationML

AutomationML (IEC 62714 standard) defines an object-
oriented modeling language using Extensible Markup
Language (XML) technology. It is basically a grouping of
existing standards for product description from design to sale:
CAEX according to IEC 62424, COLLADA and PLCopen.
The aim of this standard is to connect modern tools in different
domains (mechanical engineering, electrical design, PLC
control).

2.10 TSN
Time-sensitive  networks are becoming a  general
communication tool for communication in the 14.0

environment. They have to fulfill real-time requirements on
the larger process area than do those industrial Ethernet
standards (IE) such as Profinet, PowerLink, Ethernet/IP,
EtherCAT, and other IEC 61588 standards for real-time
communication among control systems, operator level,

sensors, and actuators in the industrial automation systems.
Close cooperation of IEC 61588 standards and development of
the standardization process of TSNs has been realized during
the 7 years history of 14.0. The reason for the TSN topic stems
from the importance of real-time topics in the 14.0 production
which differs from the existing industrial communication
networks in the huge amount of links, entities, data, conditions,
distances, heterogeneity of components, and business models
in smart factories of the future.

2.11 I4.0 language

According to Plattform Industrie 4.0, 2018, communication
between 14.0 components is to be ensured by exchanging 14.0
messages. Industry 4.0 language is described in detail in
Belyaev, 2019 and Plattform Industrie 4.0, April 2018. The
structure of the message is defined consistent with the meta
model of the asset administration shell in VDI/VDE 2193-1.

The bidding process is defined as an example of a semantic
protocol in VDI/VDE 2193-2.

2.12 Interoperability

Interoperability is a feature of different subsystems with
different features to interact together. In the 14.0 production,
the interoperability is insured by standardization, digitization
of information, horizontal integration (new control
architecture), 14.0 communication.

2.13 Virtualization

The use of modern software for graphics and computing
operations is another of the basic aspects of 14.0. The main
impact of virtualization is to reduce product development time
and significantly reduce the propagation of design errors.
Another important function is the documentation and
presentation of data. An example of a virtual model of an 14.0
education production line is given in Chapter 4.

2.14 Virtual reality

Based on the availability of computing power, software
simulating virtual reality is created. The basis of these
programs is a 3D scene in which the monitored component or
production line is located, and a computing core that detects
collisions and ensures the most accurate behavior of
components according to the laws of physics. Such software
includes, for example, Tecnomatix Process Simulate
(Siemens), Mechatronic Concept Designer (Siemens),
RobotStudio (ABB), or Dynamic Digital Twin (Rockwell).

2.15 Security

State which in the technical context covers among other items
functional safety, reliability and IT security. The connection of
operational technologies (OT) to the Internet increases the risk
of cyber attacks. Nowadays, companies face attacks from the
inside rather than attacks from the outside, because they are
already equipped with a firewall and even systems that monitor
network activity. In addition, some OT components, such as
PLC and robot controllers, already contain basic security
features such as authentication, encrypted transmission, and
program  modification  security.  Unfortunately, the
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infrastructure is often outdated and Fieldbuses are still used,
which do not yet contain this security. With the advent of 14.0,
the requirements for new equipment increase, as evidenced by
the OPC UA standard, resp. its part describing the secure
channel based on X509.3 certificates.

2.16 New control architecture

14.0 requires demands intelligence and adaptability of
individual components. In the classic automation pyramid,
data, services and functionalities are relatively rigidly
hierarchical. The vision of 14.0 requires a high degree of
flexibility with regard to the cooperation possibilities across
all participating asset classes. Therefore, a gradual dissolution
of the classical automation pyramid towards a distributed,
decentrally organized network of service system participants
can be expected, see Fig. 1.
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Figure 1. From the automation pyramid to a distributed, decentrally
organised network (© Plattform 14.0; Anna Salari).

2.17 New business model

14.0 contributes to the possibilities for creating of new business
models (Nguyen, 2022) or IOTA Foundation (worldwide one
of the leading institute for Distributed Ledger ("Block chain")
research).

3. AN ASSET ADMINISTRATION SHELL
An AAS is the crusial item of the 14.0 framework.

3.1 AAS, alias Digital Twin by the Industry 4.0 Ideas.

It is well known, that there are two principal models,
describing 14.0 idea. The first one is a very general RAMI 4.0
model, which mapped 14.0 components, products, services,
others into the 3D space. This model enables to specify
standards, already existing, but also in preparation of working
groups of ZVEI, VDMA from Germany, Alliance Industrie du
Future in France, Plattform Industrie 4.0 in Germany, and
Piano Industria 4.0 in Italy. The second very important model
for purposes of Industry 4.0 that has been developed by
Bitcom, VDMA, and ZVEI and accepted and supported by the
above-mentioned standardization organizations during the last
years is the 14.0 components model. It is the first specific
model which goes out from the RAMI 4.0 model. It enables a
better description of cyber-physical features and enables a
description of communication among virtual and cyber-
physical objects and processes. But not only that, the HW and
SW components of future production will be able to fulfill

requested tasks using implemented features specified in the
14.0 components model. The most important feature is the
communication ability among the virtual objects and processes
with real objects and processes of production while this model
specifies the conform communication. Physical realization of
it is that any component of the 14.0 system takes an electronic
container (shell) of secured data during the all life cycle. The
data are available to all entities of the technical-production
chain.

The 14.0 component is the combination of the asset and its
logical representation, the Administration Shell.

The Administration Shell is the standardized digital
representation of the asset, cornerstone of the interoperability
between the applications managing the manufacturing
systems. The Administration Shell may be the logical
representation of a simple component, a machine, or a plant at
any level of the equipment hierarchy.

From the manufacturer's point of view, the asset is a product.
The manufacturer manages different types that have a history
with different versions. In parallel, he produces instances of
these different types and versions. The manufacturer provides
the standardized digital representation to its customers,
creating both an AAS for the asset type and asset instance. The
system designers, the asset users, the applications, the
processes and the asset itself update the information of the
AAS during the life of the asset until its disposal (Plattform
Industrie 4.0, 2020).

The Administration Shell needs a unique identifier, as well as
the asset being described, see Fig. 2.

14.0 compliant communication

14.0 Component

Administration Shell, with unique ID

Compex data, Documents
with IDs with IDs

Properties, with IDs
Properties, with IDs
Properties, with IDs

Asset, e.g. 3D printer
Unique ID

QJ
Submodels represent different aspects of an asset. Possible

aspects and therefore a possible submodel could be
Identification, Communication, Engineering, Configuration,

Figure 2. Administration shell of an asset.

Safety, Security, Lifecycle
Condition Monitoring, etc.

status, Energy Efficiency,

Each submodel contains a structured quantity of properties that
can refer to data and functions. Properties can be specified by
the standard IEC 61360, but data and functions can be
specified in various formats (Plattform Industrie 4.0, 2020).
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3.1 How to create an AAS

To be 14.0 compatible, authors are fully persuaded, any design
and creation of an AAS must fulfill requirements, specified in
publications Plattform Industrie 4.0, 2016, 2018 and 2020.
Here is a manual on how to create an AAS of any 14.0
component. It is possible, of cause, don’t accept the following
requests on the AAS structure and contents and create an
individual own digital twin. This way follows many
manufactures, big companies, and others. It stems from a lack
of understanding of the 14.0 ideas. The standardization of
procedures, interface, models others is not only highly
recommended, but it is a necessity. The system from Platform
1 4.0 ZVEIL, VDMA from Germany, Alliance Industric du
Future in France, and Piano Industria 4.0 in Italy is worked out
by several high qualified international boards with specialists
from research, development, industry, academia and it is
accepted also on the World stage. Any testbed and attempt to
create its 14.0 application without knowledge and experience
in the mainstream, represented above-mentioned organization
will be o way far from the 4™ industrial revolution. Now and
here is the most promising opportunity to move the
development of technology and associated economic,
business, social movements ahead. Who doesn’t accept this,
will not be able to concurrency in very near future.

The necessity for all producers, system integrators, designers
is to follow specification of AAS, accepting all 22
requirements, which stem from 4.0 European platforms
(Plattform Industrie 4.0, 2020).

Plattform Industrie 4.0 has specified a package file format,
AASX, based on the open packaging conventions for
representing an AAS (Plattform Industrie 4.0, 2020 and
GitHub, 2020).

For related implementations of AAS can be used:

e BaSyx - provides various modules to cover a broad
scope of Industrie 4.0 (including AAS). Hence its
substantially more complex architecture.

e  Pyl40AAS - is a Python module for manipulating and
validating AAS.

e SAP AAS Service - provides a system based on
Docker images implementing the RAMI 4.0
reference architecture (including AAS).

e NOVAAS - provides an implementation of the AAS
concept by wusing JavaScript and Low-code
development platform (LCDP) Node-Red.

e RACAS Wizard (Arm, 2021).

4. CASE STUDY OF AN INDUSTRY 4.0 TESTBED

This chapter gives an example of a production line from
FESTO Didactic GmbH. This line partially meets the
requirements of 4.0 production (Festo Didactic, 2018 and
2020).

4.1 CIROS

CIROS is an industry-tested, powerful development studio that
can not only draw 3D models from simple applications to
complex automated systems and factories composed of many
components but also program and simulate these models. After
modeling the model, it can be moved using a PLC, either in
virtual form or physical. Compatible software such as Siemens
STEP7, PLCSIM, PLCSIM Advanced, or via OPC UA or
EzOPC with other OPC interfaces such as CoDeSys can be
used. In addition to PLC, the model can use more than 1000
robot models from the world's leading manufacturers of
industrial robots such as ABB, Denso, Fanuc, KUKA,
Mitsubishi, etc. Through CIROS, the robot program can be
used in simulation or loaded directly into a physical robot. The
CIROS environment enables the programming of these robots
in the languages Industrial Robot Language (IRL), Melfa
Basic V, Robot Language (KRL), and Rapid. Environment
Models in CIROS can be used as digital twins and connected
to the Manufacturing Execution System MES4 for teaching
factories such as CP-LAB or CP-Factory. Festo Didactic, 2018
and 2020).

4.2 Virtual Digital Twin in CIROS environment

It can be said that at the level of the MES system, the model
created in the CIROS environment is the digital twin of the real
model. If we focus on the form of the digital twin according to
the 14.0 standard, it is not a full-fledged digital twin. For
example, from the point of view of the impossibility to
simulate in CIROS the physical properties of the system of its
components or environment. By means of these physical
properties is meant, for example, the simulation of gravity or
inertia. CIROS is certainly more than suitable for the design
and visualization of a system, model or line for the end
customer from the point of view of demonstration, including
simulation. The great potential of this software lies in the
teaching of PLC or robot programming, where this software
serves as a gateway to an unlimited number of demonstration
systems. This software is also suitable for creating a digital
twin robotic cell of any size and developing a river program

Figure 3. A Modele line (Festo Didactic, 2020).

for either a robot or a PLC. CIROS can be connected to a VR
headset and see our model in virtual reality.
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5. CONCLUSIONS

The paper presents the results obtained through the authors’
evaluation of the development of the standards, procedures,
and technologies of 14.0. The first part of the text briefly
characterizes the relevant technologies and their respective
roles in the seven-year history of Industry 4.0. In the second
part, the authors focus on the most principal 14.0 technology,
namely, the Asset Administration Shell, the real digital twin of
14.0 components to facilitate production in factories of the
future and to ensure the best sources for its development.
Another important technology, which has achieved
remarkable progress in the recent years, is virtualization.
Using a case study, a CP factory education production line, the
authors demonstrate an appropriate virtualization engine, this
being the CIROS virtualization SW by the FESTO Didactic
company. The precondition for a further enhancement of 14.0
rests in implementing practically a research-based,
standardized solution of technologies and procedures that will
exploit the diverse embodiments of the European Industry 4.0,
following the principles of the platforms and standardization
organizations Platform Industrie 4.0 (ZVEI, VDI/VDE,
Bitcom) in Germany, the Alliance Industrie du Futur in France,
and the Piano Industria 4.0 in Italy.
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